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Introduction: The 

Economic Approach and 

Politics and Philosophy 

Social scientists and political philosophers are both concerned with 
how people act, and how they interact. One way to go about study
ing how people act and interact is to appeal to psychological or social 
laws that allow us to predict what they will do in certain situations. 
Bue we almost always wane more than to merely predict the behavior 
of others-we w�nt to make sense of what they do, to see it as an 
intelligible way of acting. Making others intelligible to us is closely 
bound to seeing them as rational. True, sometimes it is intelligible to 
us why people are not rational, as we can understand all too well why 
someone who is drunk accepts a dangerous and silly dare. But usually, 
when we are confronted by simply irrational behavior, we don't 
understand what it is really all about. The persuasiveness of Sigmund 
Freud's work was in taking totally unintelligible behavior and making 

it more intelligible by showing it to be based on some sort of 
reasoning-so that in the end the behavior was not as bizarre as it 
first appeared. Consider one of his cases-a 19-year-old girl with 
obsessional sleep ceremonies: 
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INTRODUCTION 

Often it is said that economic analysis is based on a narrow conception 
of humans as selfish, or even worse "greedy," and such assumptions, 
even if appropriate to economics, are inappropriate to politics and 
social philosophy. Economists, in turn, wonder why a model that has 
been so enlightening for some human interactions should suddenly be 
inappropriate when applied to others. James Buchanan-a Noble Prize 
winning economist-has long insisted that Homo Economicus ("eco
nomic man") is a general model of rational action, applying to politics 
as well as economics. He challenges those who would restrict the 
application of Homo Economicus to economics with the argument from 
symmetry. Along with Geoffi:ey Brennan, he writes: 

The symmetry argument suggests only that whatever model 
of behavior is used, this model should be applied across all 
institutions. The argument insists that it is illegitimate to 
restrict Homo Economicus to the domain of market behavior 
while employing widely different models of behavior in 
nonmarket settings, without any explanation how such a 
behavioral shift comes about.3 

Whether one accepts or rejects the general applicability of Homo 
Economicus, one must understand Homo Economicus-either to apply 
it or to reply to Buchanan and Brennan's challenge. I aim to show in 
this book that once we do try to understand Homo Economicus we shall 
see that it is far more sophisticated than many critics-and indeed 
supporters-of economic analysis believe. The theory of rational 
agents at the heart of economics does not inherently imply a "selfish" 
or "greedy" acquisitive consumer; the model is quite general and 
encompasses a wide diversity of concerns and goals. And that is 
why, I think, all students of social interaction must know the basics 
of the economic approach to society. 

Buchanan, then, argues that economics and politics share a uni
fied approach: the theory of rational agency that underlies economics 
ought to underlie politics too. But "ppe" is the study of philosophy, 
politics, and economics: how does philosophy come in? In two ways. 
First, reflecting on the nature of rational agency and its explanatory 
power is essentially a philosophical enterprise-the philosophy of 
economics. But secondly, and I think far more importantly, moral 
and political philosophy are themselves concerned with questions 
about how rational people will interact, whether such people will 
act cooperatively or competitively, and whether they need sort of 
"social contract" if they are to live together in peace. Thomas Hobbes 
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INTRODUCTION 

Chapter 5 turns to the application of economic analysis to large

scale political interaction: democracy. The chapter commences by 
examining the contrast between two views of politics-as a sort of 
market or a "forum" in which economic analyses is somehow inap
propriate. Although the contrast captures an insight, I suggest that 
rather too much has been made of it, and even the "forum" view in 

the end has to see democracy as having a crucial "economic" com
ponent. The chapter then examines democracy in light of "axiomatic 
social choice theory" which investigates how the preferences of many 

people might be aggregated into a social decision. The core topic of 
this chapter is Arrow's impossibility theorem. 

The last chapter brings us back to where we began: Buchanan's 
challenge that just as Homo Economicus is the best model to explain 
economics, it is also the best way t_o explain politics. Buchanan and 
others have developed "public choice theory" (not to be confused 
with axiomatic social choice theory, the subject of the previous 

chapter), which seeks, to explain politics by depicting political actors 
as simply economic actors transferred to a new arena in which the 
rules of the game are different, leading to different (and often socially 

inefficient) outcomes. The lesson that Buchanan and his colleagues 
have drawn from public choice analysis is that if we are going to 
achieve a politics that avoids these regrettable outcomes, we must fix 

the rules of the game so that interest of "economic actors" in the 

political arena will converge with the public good. 
By the close, I hope, the reader will have a better grasp why I 

think economics, politics, and philosophy are closely related disci
plines. But even those who disagree-who respond to Buchanan's 
challenge by showing that Homo Economicus is not relevant to politics 
or philosophy-should have a much better idea of just what it is they 

find inappropriate about the economic approach. 

NOTES 

1. Sigmund Freud, Introductory Lectures on Psychoanalysis, translated by James
Strachey, Lecture 17.

2. Ibid.

3. Geoffrey Brennan and James M. Buchanan, The Reason of Rules:

Constitutional Political Economy, p. 50.
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1 

Instrumental and Economic 

Rationality 

OVERVIEW 

T
his chapter considers basic questions concerning the nature of
instrumental rationality, and how "economic" rationality relates 

to our general conception of instrumental rationality. I begin in 
Section 1.1 by analyzing instrumental rationality: I argue that we 
cannot understand an action as rational without reference to the beliefs 
on which it is based. Section 1.1 thus constitutes an argument for a 
specific way of understanding instrumental rationality. Sections 1.2 
and 1.3 examine "economic rationality," arguing that Homo Economicus

adds a number of additional specific features to the general idea of an 
instrumentally rational action. 

1.1 INSTRUMENTAL RATIONALITY 

What Is Instrumental Rationality? 

In a sense all of economics is about rationality. Economic analysis is 
based on a certain conception-or, we shall see, conceptions-of 
rational choice. The (very) short answer to the question "what is 
economics?" is "the theory of rational choice, and its consequences, 
under constraints." It is because this basic idea is so powerful, and 
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economists have developed it in such sophisticated ways, that eco
nomic approaches have come to dominate other social sciences such 
as political science, as well much of political philosophy. The core of 
the economic model-and indeed, all our thinking about rational 
action-is the instrumental theory of rationality. 1 This theory was
developed by Thomas Hobbes and later British empiricists and 
became, through them, basic to the emerging science of political 
economy in the nineteenth century. The model has given rise to a 
variety of specifications. Some follow David Hume (1711-1776) and 
argue that all rational action is intended to satisfy desires. Others put 
the point in terms of satisfying preferences (which, we shall see, leads 
to confusions; Section 2.1), while yet others, more prevalent in 
political science, tend to talk of advancing one's goals or interests. 
To call an economic agent a "utility maximizer" is often taken to be 
much the same as saying that she has "purposes that her action is 
d . d 

,,2 es1gne to promote. 
The most obvious interpretation of instmmental rationality might 

be called Rationality as Effectiveness (RE):3 

RE: Alf's action is instmmentally rational if and only if <P
ing is an effective way for Alf to achieve his desire, goal, end, 
or taste, G. 

However, RE is both too narrow and too broad. To see how it is too 
narrow, suppose that Alf is a loyal viewer of the Weather Channel, 
which forecasts a clear day today. Alf, though, is very cautious, so he 
compares this with the forecasts of the National Weather Service and 
with the local meteorologist, Sam the Smiling Weatherman. They 
concur; it is going to be a gorgeous day. On the basis of all this 
information, Alf goes out without an umbrella, gets soaked in a freak 
thunderstorn1, ruins his Converse high-tops, and comes down with 
pneumonia. According to RE, Alf's decision not to carry an umbrella 
was not rational: it was anything but an effective way to achieve his 
goals. More generally, RE deems "not rational" any action that sets back 
one's goals, no matter how diligent the agent was in getting infom,ation 
and hedging against risks. So any risky action-such as an investment
that turns out badly runs counter to rationality: it is irrational. 

That can't be right. Whether a risky action that turns out badly is 
irrational depends on, say, whether the agent took care to inform 
himself about the risk, whether he sought to minimize the risks, and 
so on. Rationality, including instrumental rationality, is a concept that 
concerns a person's cognitive processes and her choices about what to 
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her beliefs about the accuracy of Ouiji boards were true, then doing 
what they say would be an effective way to pursue her goals. Despite this 
rather odd implication, subjectivist theories of rationality have appealed 
to many, and we can see why. If we take Betty's beliefs as given, then we 
can see her reasons for carrying an umbrella, even though they are not 
good reasons for doing so. Insofar as our only concern is to make Betty's 
choice to carry her umbrella intelligible,5 we can understand her action 
as displaying a sort of "instrumental rationality." Recall here the case 
from Sigmund Freud that I mentioned in the Introduction. Freud 
renders more intelligible a patient's apparently tot.tlly unintelligible sleep 
ceremonies by showing that, given the girl's rather odd beliefs, she chose 
her sleep ceremonies because, on her view, it helped keep her parents 
apart, which was her goal. 

Although thoroughly subjective theories of instrumental reason
ing have their attractions in social scientific explanation, almost all 
attempts to develop the idea of rational action have sought to justify 
some constraints on what constitutes reasonable beliefs that underlie 
an instrumental choice.6 An account of instrumental rationality must 
build in some reference to the well-groundedness of the beliefs on 
which the agent acts. 7 Consider another case of Freud's, that of 
"Little Hans." Little Hans "refused to go out into the street because 
he was afraid of horses. "8 He believed that if he went out into the 
street, horses would bite him. Now if Little Hans's beliefs were 
correct, then his choice not to go on to the street would seem 
instrumentally rational-it makes sense to avoid getting bitten by 
horses. But Little Hans strikes us, as he did Freud, as not being 
rational, since Little Hans had no good reason to believe that horses 
would bite him if he went on to the street. Thus Freud set out to 
uncover why Little Hans believed such an odd thing. (Freud's con
jecture was that Little Hans, desiring his mother, feared retribution 
from his father; Little Hans transferred his fear that his father would 
castrate him onto horses: they would, thought Little Hans, "bite" 
him.) If you think there is something irrational about Little Hans's 
choice not to go on to the street, you do not accept a purely 
subjective theory of instrumental rationality. 

In our rather more mundane cases, Alf seems instrumentally 
rational when he does not wear a raincoat, even though he fails to 
achieve his goals, because his beliefs about the weather (on which he 
acted) were well-grounded; Betty, even though she succeeds in 
achieving her goals, is not instrumentally rational because her beliefs 
about the weather are, from an epistemic point of view, terrible. And 
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rational belief, we simply are treating "believing B" as another rational 
action. But then, to evaluate the rationality of this "action" ("believing 
B") we still require some notion of a rational belief-we need to know 
whether it is rational to believe that believing B would advance one's 
goals. So suppose we accept B', the belief that believing B advances one's 
goals. Then, however, we must consider the rationality of embracing 
B'-does believing it effectively advance one's goals? Further appeals to 
the general criterion of effectively advancing one's goals will merely lead 
to new levels of regress of rational justification. And this because-
according to Instrumental Rationality-the rationality of accepting <I> 
cannot be explicated simply in tem1S of whether adopting it would 
advance one's goals (as RE suggests); we must consider whether one 
soundly believes adopting it would do so. 

Can Goals Be Irrational? 

Instrumental rationaJity, though, is not onJy about beliefs, but goaJs: 
we choose the best prospects to achieve our goals. Beliefs can be 
irrational-can goals be? Here most follow the spirit of David Hume: 

'Tis not contrary to reason to prefer the destruction of the 
whole world to the scratching of my finger. 'Tis not contrary 
to reason for me to chuse my total ruin, to prevent the least 
uneasiness of an Indian or person wholly unknown to me. 
'Tis as little contrary to reason to prefer even my own 
acknowledg'd lesser good to my greater, and have a more 
ardent affection for the former than the latter.9 

For Hume, our reason cannot tell us what to desire, so no desire can 
ever be against reason. Contemporary philosophers, however, often 
hedge Hume's thesis. Although Robert Nozick acknowledges that 
"we have no adequate theory of the substantive rationality of goaJs 
and desires, to put to rest Hume's statement, 'It is not contrary to 
reason to prefer the destruction of the whole world to the scratching 
of my finger'," he still seeks to take "a tiny step beyond Hume" 10 by 
identifying some rational limits on desires, goals, etc. We can identify 
three "tiny" steps that philosophers try to take to go beyond Hume. 

1. Consistency Requirements Nozick advocates a consistency
requirement between desires or goals. 11 According co Nozick, a person
shows herself to lack "rational integration" if she has some desire for
x, yet also desires not to desire x. When such a "second-order" desire

12 
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early political economy that "utility" generally meant "pleasure." This 
"hedonistic" view of our ends, long discredited, has been making 
something of a comeback: a number of works have been published 
recently about how we measure happiness, and whether market 
economies really make people happy. 14 The old criticisms, though, 
remain. If hedonism is intended as an account of rationality, it follows 
that those who aim at goals that do not serve their own happiness are 
ipso facto irrational. That seems a very restrictive notion of rational 
action: the action "Alf sacrificed his own happiness to help others" 
would be, by definition, irrational. In response to the oddness of 
defining such actions as intrinsically irrational, many hedonists switch 
ground, arguing, as did the early utilitarian Jeremy Bentham, that: 

Nature has placed mankind under the governance of two 
sovereign masters, pain and pleasure. It is for them alone to 
point out what we ought to do, as well as to determine what we 

shall do . .. . They _govern us in all we do, in all we say, in all 
we think: every effort we can make to throw off our sub
jection, will serve but to demonstrate and confim1 it.15

We ought to pursue pleasure and we must do so. If it is impossible 
not to pursue one's own pleasure, then we clearly can't have cases of 
rational action that don't aim at pleasure, since it is impossible not to 
aim at pleasure. This psychological claim is extremely dubious: 
people aim at a variety of goals, and it hard to see how they all are 
ways to gain pleasure. Consider helping the poor: is that a way to 
give you pleasure? It is said that Thomas Hobbes argued it was. 
Hobbes, who was famous for arguing that people only cared about 
themselves, was once seen giving money to a beggar. When pressed 
why he did so, Hobbes replied that it gave him pleasure to see the 
poor man happy. But was that what Hobbes really cared about? Is 
helping the poor, just like drinking beer, a way to gain pleasure? 
(Unless one gets a lot of pleasure from it, there seem to be cheaper 
ways to get pleasure than giving money away!) Supposing that we 
can and do act for other goals besides our own pleasure, then surely 
it is not irrational to do so. If Hobbes thought that his reply was 
necessary to show that he wasn't being irrational, I think it is safe to 
say that he was mistaken. 

3. Procedural Requirements A more common way of taking a
small step beyond Hume's thesis is to provide a test that distinguishes
our rational from our irrational desires. Two sorts of tests are widely

14 
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supported. According to the Autonomous Formation Test, only desires 
that were formed free of undue pressure or force, free of manipu
lation by others, or were formed under conditions of adequate for
mation, are rational desires. For example, it might be argued that if a 
desire to smoke cigarettes has been induced by advertising and peer 
pressure, and so was fom1ed in a procedurally objectionable way, it is 
not rational. Alternatively, according to the Critical Reflection Test, 
only desires that could survive a process of critical reflection are truly 
rational. An adherent of the Critical Reflection Test might hold that 
the desire to smoke is not rational because it cannot withstand critical 
reflection: if people reflected on smoking and the risks, it is said, they 
would not continue to desire to smoke. 16 On this view people who 
smoke only maintain their desire by refusing to look at the evidence, 
or engaging in wishful thinking, and so on. 

Such proposals are interesting, and I do not wish to dismiss them 
out of hand. Their weakness, though, is that while they eliminate the 
obvious "bad" desires, they are also effective against "good" ones. 
Consider the Autonomous Formation Test. The procedure by which 
people come to develop a desire to be moral, for example, seems to 
have a lot to do with a desire to please one's parents and confonn 
to their commands-not a desire formation process that would seem 
to pass muster. Even the Critical Reflection Test can have counter
intuitive consequences. As many physicians know, giving patients too 
much infom1ation, or asking them to vividly picture the recom
mended procedure, may lead them to not desire things that are clearly 
good for them, and which they realize are good for them. Suppose a 
patient has a desire to have a colonoscopy, but if he really reflected 
on what this involved, he would no longer desire the procedure. 
Would this render the desire irrational? Or is that just a good reason 
not to think too much about some things? 

1.2 "CONSUMPTION RATIONALITY" AS 

DIRECT SATISFACTION OF GOALS 

Action That Directly Achieves Goals 

It is tempting to characterize Homo Economicus-"economjc man"
simply in terms of instrumental rationality; indeed, I shall argue later 
that instrumental explanations are the preferred mode for Homo 
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1.3 HOMO ECONOMICUS 

Thus far l have been developing a conception of instrumentaJ ration
ality and what I have called "consumption" rationaJity. Economists 
typically do not concern themselves with these matters but, as I hope 
will become clear in the following chapters, it is a good idea to have 
in hand a general and nonformal understanding of economic ration
ality before we begin to look at ways to formalize the theory of 
rationality. But much more needs to be added to our informal model 
of economic rationality before we have described "Homo Economicus." 

"Economic man" builds on, but goes far beyond, basic Humean 
instrumental rationality. Homo Economiws pursues multiple goals, 
and operates on general principles chat determine when one goal 
rather than another will be sought. Whereas the instrumentally 
rational agent as we have described her captures part of rational 
action, Homo Economicus, I will argue, looks more like a full-fledged 
model of an instrumentally rational agent. Let us consider five traits 
that are widely recognized as features of Homo Economicus. 

1. More Is Better than Less Hume, it will be recalled, argued that
'"Tis as little contrary co reason to prefer even my own acknowledg' d
lesser good to my greater, and have a more ardent affection for the
fom1er than the latter." Homo Economicus definitely rejects this; here is
a case where Hume's preference looks irrational. Suppose I adore
Australian wine of a certain winemaker and vintage, and I am con
fronted with a choice: for $25 I can have either one bottle or two
bottles of that wine and vintage. And suppose I choose one bottle
over two. Why might I do this? We can think of a variety of reasons.
I might be drinking too much wine these days, and know that I'll
drink both bottles right off, something of which my doctor might not
approve. Or perhaps I am riding my bike home and really can't carry
a second boccie. Note, though, that explanations like these appeal to
some other goal (health) or consideration {the second bottle can't be
transported). These other considerations make sense of what seems to
be an irrational choice: a choice for less rather than more of some
thing I desire. Imagine, though, that confronted with the choice
between one or t\>JO bottles of my favorite wine I simply choose
the one, saying I desire less of what I like to having more of it. A sign
that we are confronting an irrational desire here is that it seems
unintelligible why someone would want that: we need co tell more
of a story to make the action sensible to us.

19 
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that it includes anything the self is interested in. If my values lead me 
to give to charity, educate my children, and help my neighbors, then 
on this view I am being just as "self-interested" as one who keeps all 
her money, ignores her children, and dumps her garbage in her 
neighbor's yard. The idea of being "self-interested" loses its typical 
meaning and simply becomes just another name for non-tuism. 

Even Wicksteed's "non-tuism" is merely a simplifying assump
tion: it allows us to calculate your "utility" as, in principle, indepen
dent of my "utility" (see Chapter 2 on the idea of "utility"). If my 
aim is to promote your aim, and your aim is to promote my aim, 
calculating what actions further our aims becomes exceedingly com
plicated. In such cases our utility functions are not independent, and 
the mathematics of modeling such interdependent functions is quite 
complicated. If we accept Wicksteed's "non-tuism" things are much 
simpler-but that is the point, it is a simplifying supposition, not 
something inherent to the economic understanding of rational agents. 

5. Constrained Maximization The picture of Homo Economicus

that emerges is of an instrumentally rational agent, who seeks more
rather than Jess, who is responsive to the costs of her choices, and
who does not pursue one goal again and again, but acts on a variety of
goals. In this way she maximizes the achievement of her goals or ends.
Economists, though, understand this maximization to occur against a
background of constraints. Individuals maximize given budget con
straints: in Figure 1-1, the line A-B-C is the budget constraint,
showing possible combinations of goods for a fixed budget. More
broadly, economic agents operate within a set of rules and institutions
that constrain what they can do. That a person may maximize by
attacking others is not included in most economic models, as non
coercion is usually understood as a constraint.

Need Homo Economicus maximize? Given her goals, must she 
always seek the greatest possible amount of goal satisfaction? Herbert 
Simon, a Nobel prize winning economist, has famously argued for an 
alternative to Homo Economicus the Maximizer-a "satisficing" 
agent. 29 Instead of seeking the best outcome-maximizing the 
achievement of her goals-an agent who "satisfices" seeks an out
come that is satisfactory or "good enough." Many insist that rational 
agents often satisfice rather than maximize. However, it is not always 
clear whether satisficing is really an alternative to m;ncim.izing. On 
one view, satisficing is simply a strategy that a maximizer might 
follow. People who try to maximize-who always seek the best-
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• To sketch the ways in which the standard view of Homo Economicus
goes beyond the simple idea ef an instrumentally rational agent.
I suggested that it is generally agreed that Homo Economicus:
(1) holds that more is better than less; (2) has goals that are
characterized by decreasing marginal value; and (3) has
downward sloping demand curves. In Section 1.3 the important
idea of an indifference curve was introduced. I also questioned

(4) the widespread view that Homo Economicus is basically self
interested. Finally, we surveyed a debate as to whether Homo
Economicus always seeks to maximize the satisfaction of her goals.

NOTES 

1. "Instrumental rationality," says Robert Nozick, "is within the inter
section of all theories of rationality (and perhaps nothing else is). In this
sense it is the default theory, the theory that all can take for granted,
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12. Nozick, T1ie Nature of Ratio11ality, p. 141.
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23. Decreasing marginal utility and decreasing rates of substitution are closely
related but not the same idea: whereas the idea of decreasing marginal
utility requires a cardinal measure of utility, decreasing rates of substitu
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24. Those already fam.iliar with indifference curves may find this odd:
indifference curves are an ordinalist notion, but Pareto seemed to have
in mind here cardinal utility qua amounts of pleasure. I explore these
distinctions in Chapter 2. On Pareto's attraction to cardinal utility, see
Luigino Bruni and Francesco Guala, "Vilfredo Pareto and the Episte
mological Foundations of Choice Theory."
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26. See Stigler, 711e Economist as Preacher, p. 21. Cf. Gary Becker, "Altruism,
Egoism and Genetic Fitness," in his The Economic Approach to Human
Behavior, chap. 13.

27. See, for example, Beyond Self-Interest, edited by Jane J. Mansfield.
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p. 180.
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T A B L E 2-1 Three Equivalent Ordinal Utility Functions 

Preference µ function A µ function B µ function C 

X 

y 

z 

3 

2 

10 

5 

0 

1000 

99 

yogurt (z) (!), then Alf must be indifferent between a pizza 
(x) and a cup of yogurt (z). So, more formally, (x � y) &
(y � z) -+ x:;: z. (Both strict preference and indifference are
transitive.)

We can now define utility in terms of preference. Lettingµ stand for 
utility, we can say that x >- y = µ(x) > µ(y) (i.e., "x is strictly preferred to 
y" is equivalent to "the utility of x is greater than the utility of y"). It is, 
then, an error to say (as is all-too-often said) that a person prefers x to y 
because x gives him niore utility. Utility does not explain the preference: 
utility is simply a representatioll if the preference. Utility is not something 
apart from, or additional to, preference satisfaction: it is a numerical 
function that represents the degree to which a person's preferences are 
satisfied. Ordinal utility functions map preferences over outcomes on to 
numbers. If we assume that the most preferred outcome is mapped on to 
the highest number, then the next preferred is mapped onto a smaller 
number, the next on to a yet smaller number, and so on. The sizes of the 
differences, or ratios between the numbers, provide no additional infor
mation. A person's preference ranking can generate an infinite number 
of ordinal utility measures: the strict preferences x >- y >- z might be 
represented by any of the three utility functions in Table 2-1. 

It should be clear that it makes no sense to add together different 
people's ordinal utilities (or even to add a single person's ordinal 
utilities for different outcomes). All the ordinal utility function tells 
us is that, for a specific person, a higher-numbered outcome is 
preferred to a lower-numbered one. 

Why Accept the Axioms? 

Can we show people that they should order outcomes according to the 
ordinal axioms? Suppose so�eone challenges the transitivity axiom: 

Yes, I can understand what transitivity is. According to 
transitivity, if I prefer x to y, and I prefer y to z, I must 
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again she will take the trade, and around and around she will go, 
serving as a money pump, making Alf richer and richer while she 
ends up where she started. So, it is said, we can see an instrumental or 
pragmatic justification for the transitivity axiom: agents who reject it 
could not possibly achieve their goals. 

The money pump argument depends on the "more is better than 
less" axiom of Homo Economicus (Section 1.2): more money is better 
than less. That Betty ends up with less money is, other things equal, a 
bad outcome. Putting aside any worries that "more is better than less" 
may not hold for goods without qualification, the main worry is that 
the "more is better than less" axiom is itself an application of tran
sitivity to amounts of goods. If quantity 2q of a good is better than 
quantity q, and if quantity 3q is better than 2q, "more is better than 
less" requires that 3q is better than q. This, though, is just transitivity 
applied to quantities of goods. If one really questioned transitivity, 
one would also question whether more is better than less; and if so, 
then one would not be convinced by the money pump argument. 
If Betty holds that q$ >- 3qS the money pump argument won't 
move her. 

This is not to deny that there is something deeply irrational about 
Betty; agents like her probably would have died out a long time ago. 
The money pump argument is persuasive in demonstrating to us how 
important transitivity is, but we should not expect it to move Betty. 
What it really shows is that we are deeply committed to transitivity.13 
It does not, though, provide an instrumental justification for transi
tivity if by that we mean a route to accepting transitivity, because only 
someone already committed to transitivity has access to the instru
mental justification. 

Rather than trying to provide instrumental or pragmatic justifi
cations for the axioms of ordinal utility, it is better, I think, to see 
them as constitutive of our conception of a fully rational agent. 
Failure to recognize relations of transitivity is characteristic of schiz
ophrenics; 14 those disposed to blatantly ignore transitivity are unin
telligible to us: we can't understand their pattern of actions as sensible. 
This is even more obviously the case with the asymmetry of strict 
preference. If someone prefers a pizza to a taco and a taco to a pizza, 
we just do not know what to make of his choices. To say that he 
would fail to satisfy his preferences, or be unsuccessful in practice, 
misses the point: we can't even understand what his preferences are. 
We cannot even make sense of ascribing a preference to an agent who 
does not conform to the asymmetry of strict preference.15 
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Some claim that the axioms of ordinal utility are more demand
ing than our understanding of a practically rational agent. Complete
ness seems especially strong and controversial. Completeness requires 
that for every possible pair of outcomes (x,y), x � y � y �x. But 
suppose the agent never has to choose between x and y; perhaps x and 
y only occur in the presence of z, and the agent always prefers z to 
both x and y. Say that x is a pizza with pepperoni, y a pizza with 
salami, and z a plain cheese pizza; perhaps our plain-cheese-loving 
pizza eater just has no preference relation between pepperoni and 
salami pizzas, but this doesn't matter, since she never has to make a 
choice between them. If we are impressed by such cases we may insist 
that a rational agent simply be able to have a choice function over options 
such that for any set of options (x,y,z), the agent can select the best 
option-that which is preferred to all others (see further Section 5.3). 
It looks as if our plain-cheese-loving pizza eater has such a choice 
function even though for her-, (x � y y_ y �x). But unless the agent is 
able to relate all options, even her ability to choose may break down. 
If she goes to the Philosophy Department's Christmas party and finds 
only pepperoni and salami pizzas she will not be able to choose. 
Because she does not have a complete ordering she cannot say that 
pepperoni is worse than salami, better than salami, or even that she is 
indifferent between them. She just cannot relate them at all. For her, 
the choice between pepperoni and salami pizza is incommenmrable: 
should she be confronted with those options she simply has no way to 
choose between them. 16 It is this that makes her look potentially 
irrational as a chooser. If we require that a person always has a choice 
function open to her (over all possible sets of options there is always a 
best choice), then she must conform to completeness. 17 

2.3 CARDINAL UTILITY THEORY 

The Axioms 

We have seen that an ordinal utility function for a person can be 
generated if her rankings satisfy completeness, asymmetry of strict 
preference/synunetry of indifference, reflexivity, and transitivity. 
But recall Table 2-1: ordinal· utility function A, which numerically 
represents the options (x, y, z,) as (3, 2, 1) is equivalent to ordinal 
utility function C, which represents them as (1000, 999, 1). We 
cannot say whether option y is "closer" to x or z: the numbers only 
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6. Better pn"zes. Imagine that Alf is now confronted with two
lotteries. In each lottery he is certain to end up with one of
two prizes. The first lottery, say, is between a pizza and a
cup of yogurt. The second lottery is between a taco and a
cup of yogurt. Suppose the lotteries have the same
probabilities of prizes: in Lottery 1 there is a .6 chance of a
pizza and a .4 chance of a cup of the yogurt; in Lottery 2
there is a .6 chance of a taco a .4 chance of the yogurt. To
conform to better prizes, Alf must prefer Lottery 1: when
we compare the lotteries we see that they offer equal
chances of winning the good prize (.6) and they offer
equal chances of ending up with the bad prize (.4). Now
in these lotteries the bad prize is the same, but in Lottery 1
the first prize is better, since Alf prefers a pizza to a taco.
According to this axiom, Alf prefers to play the first lottery.
Let us say (again, a little more formally) that if (i) Alf is
confronted with lotteries L1 over (u1,x) and Li over (y,z); (ii)
L 1 and Li have the same probabiliry of prizes; (iii) the
lotteries each have an equal prize in one position; (iv) they
have unequal prizes in the other position; then (v) if L1 is
the lottery with the better prize, then for Alf L 1 >- Li; if
neither lottery has a better prize, then for Alf L 1 

~ I,i. 20 

7. Better chances. Imagine that Alf is again confronted with
two lotteries. In each lottery he is certain to end up with
one of two prizes. Both lotteries are between a pizza and a
cup of yogurt. In Lottery 1 there is a . 7 chance of a pizza
and a .3 chance of a cup of the yogurt; in Lottery 2 there
is a . 6 chance of a pizza and a .4 chance of the yogurt. To
conform to better chances, Alf must prefer Lottery 1: the
prizes are the same, but Lottery 1 gives him a better
chance of his more preferred prize. So (i) if Alf is
confronted with a choice between L 1 and Li, and they
have the same prizes, (ii) if L 1 has a better chance of the
better prize, then for Alf L1 >- L,i.

8. Reduction of compo,md lotten·es. If the prize of a lottery is
another lottery, this can always be reduced to a simple
lottery between prize�. This eliminates utility from the
thrill of gambling: the only ultimate concern is the prizes.

If Alf meets these conditions, we can convert his ordinal utilities into 
cardinal utilities, which not only give the ordering of the payoffs but 
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the size of the differences in the payoffs for each (or, more strictly, the 
ratios of the differences) where the higher the number, the better the 
outcome. 

To grasp the crux of this method of generating cardinal utilities, 
assume that we have our three options: a pizza (x), a taco (y), and a cup 
of yogurt (z), where x � y � z and we define the best option (x) as 
having a utility of 1, and the worst, (z), as 0. The question, then, is 
where on the scale of 1 -0 we should place y, the taco. If we were 
dealing simply with ordinal utilities, any number less than 1 and greater 
than 0 would suffice: but the idea is to get some notion of the amount of 
"preference distance" between, on the one hand, the taco, and on the 
other, the pizza and the cup of yogurt. Suppose that Alf is confronted 
with a lottery which gives him a p chance of getting the pizza and a 1 -p 

chance of getting the yogurt. If he wins, he gets his pizza and if he loses 
he gets the cup of yogurt. Now we give him a binary choice: he can 
either have y, the taco (for certain), or he can play the lottery. It seems 
that Alf is very Ekely to prefer playing the lottery, when it gives a near 1 
(perfect) chance of getting the pizza and a minute chance of getting the 
yogurt, to the certainty of the taco. In that case, he is essentialiy trading 
his second choice for the near certainty of his first choice. As p (tl1e 
probability of winning the lottery) decreases toward zero, we would 
expect Alf to prefer to keep his taco (the certainty of getting his second 
choice) to a lottery that gives a tiny chance of a pizza and a very large 
chance of the booby prize--the cup of yogurt. At some point in 
between, as I have said, the continuity axiom says there is a value of p 

for which Alf is indifferent between the lottery [L(x,z)] and y.

Suppose it turns out that he is indifferent between keeping y (his 
second choice) and playing a lottery that gives him a p of .9 of getting 
x and .1 chance of getting z. What we infer from this is that it takes a 
very large chance of getting his first option (.9) to induce Alf give up 
his second. He must, then, see y (the taco) as pretty good, if he will 
only play the lottery when he has a very great probability of winning. 
So we can say that on our scale of 1 (x, the pizza) to 0 (z, the yogurt), 
y, the taco, is at .9. In contrast, suppose that Alf was indifferent 
between having the taco for certain and playing a lottery than gave 
him a small chance (say .1) of getting the pizza and a .9 chance of 
ending up with the yogurt. From this we can infer that the taco must 
not be much better than the cup of yogurt, but the pizza must be a lot 
better: so we now give the taco a score of .1. We thus can generate a 
measurement in which the ratios between the numbers are significant 
from purely binary (ordinal) preferences involving lotteries. 

43 



CHAPTER 2 

I have said that the new cardinal measures tell us something about 
the "preference distance" between the options, but this interpretation 
is resisted by some. If we wish to be extremely careful, we will restrict 
ourselves to saying that all these "von Neumann-Morgenstern" util
ities tell us are a person's preferences between lotteries or gambles, 
and so what he will do in certain situations that involve risk. That is, 
situations in which the chooser does not know for certain what 
outcome-consequences are associated with his action-options, but 
can assign a specific probability p that a certain action-option IX will 

d 
. C 21 pro uce a certam consequence 1• 

Questioning the Axioms 

The von Neumann-Morgenstern axioms are especially controversial: 
there are well-known paradoxes associated with them and they are 
the object of continued debate. Consider first a simple objection. 
According to the continuity axiom there always must be some lottery 
Lin which a rational agent is indifferent between certainty of keeping 
y and playing L, which has x and z as prizes. As R. Duncan Luce and 
Howard Raitt, acknowledged in their classic book on decision 
theory, some choices may not be continuous. To use their example: 
even if we all agree that Sl >-- 1¢ >-- death, not too many people are 
indifferent between 1¢ and a lottery with chance p of Sl and a 1- p 
chance of death.22 

A more complex objection, in this case to the better prizes 
axiom, is discussed by James Drier: 

Suppose you have a kitten, which you plan to give away to 
either Talia or Horace. Taila and Horace both want the 
kitten very much. Both are deserving, and both would care 
for the kitten. You are sure that giving the kitten to Taila [x] 

is at least as good as giving it to Horace [y, so x � y]. But you 
think that would be unfair to Horace. You decide to flip a 
fair coin: if the coin lands heads, you will give the kitten to 
Horace, and if it lands tails, you will give the kitten to 
Talia.23 

The problem is that you seem to have violated the better prizes 
axiom, according to which, it will be recalled, if (i) you are con
fronted with lotteries L1 and Li; (ii) L1 and Li have the same 
probability of prizes; (iii) the lotteries each have an equal prize in 
one position; (iv) they have unequal prizes in the other position; then 
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utility. What is genuinely inviting about cardinal utility is that it can 
be employed to perform expected utility calculations. Cardinal util
ities have the expected utility property. Let us assume that Betty has a 
cardinal utility scale according to which the following outcomes are 
scaled: w = 9, x = 8, y = 5, z = 3. Suppose further that she is 
confronted with two action-options (cx,P). Option ex has two possible 
consequences (x,y); /3 has two possible consequences (w,z). We also 
need to suppose that Betty can assign probabilities to each outcome 
that would result from her performing the relevant act. Say that the 
probability of IX producing xis .7; so the probability of IX producing y 

must be (1- .7), or .3 (since there is a probability of 1 that if she 
performs the act either x or y will occur, the probabilities must always 
sum to 1); similarly, if we assume that the probability of /3 producing 
outcome w is .5, the probability of producing z must also be .5. We 
can now calculate the expected utility of IX and /3 using the formula 
that the expected utility (Eµ) of an action-option is the expected 
utility of its outcome, multiplied by the probability that the outcome 
will be produced. Hence Eµ(1X) = .7(8) + .3(5) = 7.1; Eµ(/3) = .5(9) + 
.5(3) = 6. Thus because Eµ(IX) > Eµ(/3), then IX>- /3. Based on her 
cardinal preferences over outcomes, Betty has been able to generate a 
preference over action-options even in cases where she is not certain 
what outcomes will be produced by her action-options. Notice that we 
can only make sense of expected utility theory by distinguishing a 
person's preferences over outcomes from her preferences over action
options (Section 2.1). 

2.4 IS UTILITY THEORY A 

FORMALIZATION OF INSTRUMENTAL 

RATIONALITY? 

No, It Isn't 

Most see decision theory as an account of instrumental or a goal
oriented reasoning. Those who believe that all reasons are instru
mental typically embrace decision theory because they think it is 
essentially a formalization of their view. Just as an instrumentally 
rational agent aims to maximize the satisfaction of her goals, it is 
thought, an agent who corresponds to the axioms of ordinal and 
cardinal utility theory seeks to maximize the satisfaction of her 
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in our case of Talia, Horace, and the kitten) from the distinct state of 
affairs that is produced by a choice, the "culmination" outcome 
(who gets the kitten). Sen has in mind cases in which the utility of the 
states of affairs depends on the fact that one passed up what looked 
to be a more attractive option. Again, Sen: 

You arrive at a garden party, and can readily identify the 
most comfortable chair. You would be delighted if an impe
rious host were to assign you to that chair. However, if the 
matter is left to your own choice, you may refuse to risk it. 
You select a "less preferred" chair. Are you still a maximizer? 
Quite possibly you are, since your preference ranking for 
choice behavior may well be defined over "comprehensive 
outcomes," including choice processes (in particular, who 
does the choosing) as well as outcomes at culmination (the 
distribution of chairs). 

To take an�ther example, you may prefer mangoes to 
apples, but refuse to pick the last mango from the fruit basket, 
and yet be very pleased if someone else were to "force" that 
last mango on you.43 

Now on the face of it, this sort of chooser seems to act irrationally. 
Suppose one is confronted with the option { mango, apple}; given 
one's preference not to take the last mango, one will choose an apple. 
But now suppose that one is confronted with the set { mango, mango, 
apple}. Now one will pick a mango. This pattern of choices violates 
what many take to be two basic axioms of consistent rational choice
the contraction and weak expansion properties. According the contrac
tion property, if x is chosen from the entire set S, it must be chosen 
from all subsets of S in which x is included. Our polite mango refuser 
violates this by selecting a mango from the set { mango, mango, apple} 
but an apple from the subset { mango, apple}. 44 Our chooser will also 
violate the weak expansion principle: if an option is chosen from each of 
two subsets, it must still be chosen when the sets are combined.45 

Suppose our person is confronted with two sets { apple, apple, mango} 
and { apple, mango}. Because she will not take the last mango, she will 
chose {apple} from the first set and {apple} from the second. But if we 
combine the two sets to get { apple, apple, apple, mango, mango} she 
will choose a mango, thus violating the weak expansion property. 46 

Supposing, as I think is clearly the case, that our "last-mango 
refuser" is not irrational, and so we want to allow for her preferences 
in an account of consistent choice, it may look as if we must follow 
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Sen in developing new axioms of rational choice. Sen seeks axioms 
that distinguish choices from menu-independent sets (where the 
contraction and weak expansion principles hold without modifica
tion) from choices involvin

4 
f options, like the choice of our mangoes, 

that are menu-dependent. However, we need to recall our case of 
Talia, Horace, and the kitten (Section 2.3). Our polite last-mango 
refuser only violates the principles of consistent choice (contraction 
and weak expansion) if the choice is always viewed as over enjoyable 
food items. If Betty is simply picking the most enjoyable fruit, and if 
Betty chooses a mango when presented with the choice between a 
mango, an apple, and another apple, it is perplexing indeed if she then 
chooses an apple when confronted with the choice between a mango 
and an apple. It looks quite irrelevant that the first time her set 
included an extra apple (that she didn't want anyway). But, of course, 
the problem arises just because the relevant description changes Gust 
as it did with our example of Talia, Horace, and the kitten): at one 
point Betty is choosing simply on the grounds of "Which fruit would 
I like the best?" and at the other time the relevant description is 
"Should I choose the one I like the best or be polite, knowing that 
Alf loves mangoes?" If Betty has reasons according to which, in cases 
like this, being polite is more important than an enjoyable fruit fest, 
then she is simply acting on her total set of preferences and there is no 
inconsistency. 

The important point is that decision theory can model choices 
based on preferences over outcomes, where "preference" does not 
mean what one likes, but the outcomes that one has reason to choose 
to bring about. If one wishes to restrict "preference" to what one 
likes, or what promotes one's welfare, good, or goals, then we muse 
follow Sen in distinguishing two preference orderings-those over 
"culmination" and "comprehensive" outcomes. This in itself 
shows that the mere notion of a cardinal utility function says nothing 
about whether the maximization of one's utility is the same as the 
maximization of one's goals or aims (so again we see that utility 
theory is not a simply a version of instrumental rationality). 

The upshot is that, to formally model a purely instrumentally 
rational economic agent, we must not only embrace the axioms of 
formal decision theory that we have considered in the last two 
sections, but we must further constrain the agent's preferences so as 

to conform to the features of instrumentally rational agents and Homo 

Economicus that we examined in Chapter l. Decision theory is a 
theory of rational choice; while decision theory can give us a formal 
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Swedish cars-either a Volvo or a Saab. As a prudent and 
sensible buyer, you go to Consumer Reports, which informs 
you that the consensus of their experts is that the Volvo is 
mechanically superior, and the consensus of the readership 
is that the Volvo has a better repair record. Armed with this 
information, you decide to go and strike a bargain with the 
Volvo dealer before the week is out. In the interim, how
ever, you go to a cocktail party where you announce this 
intention to an acquaintance. He reacts with disbelief and 
alarm. "A Volvo! You've got to be kidding. My brother
in-law had a Volvo. First, that fancy fuel injection com
puter thing went out. 250 bucks. Next he started having 
trouble with the rear end. Had to replace it. Then the 
transmission and the clutch. Finally sold it in three years 
r- · k ,,53 
10r JUn 

Nisbett acknowledges that this gives you a reason to make a very 
small adjustment in the repair rates given by Consumer Reports; assum
ing that it wasn't in the original survey, you now have one additional 
observation. But is it likely to be weighed that lightly? More to the 
point, would you have the nerve to go out and buy a Volvo? This bit 
of information is so vivid that it is apt to drive out the bland statistics 
found in Consumer Reports. 

Prospect Theory One of the von Neumann-Morgenstern axioms 
(Section 2.3) requires that people do not have preferences over 
whether to gamble, but only over outcomes. What has been dubbed 
"prospect theory" casts doubt on whether actual agents meet this 
condition. People show a marked tendency to accept risks about 
possible gains, but are much more averse to risk when it comes to 
possible losses. Consider the following gambles in Table 2-4. 54 

In both cases the expected utility is S5, but 55 of 132 subjects 
accepted one gamble and rejected the other. Of those that did so, 42 
(out of the 55) rejected Gamble 1 but accepted Gamble 2. One 
difference seems tO be that 1 invokes the possibility of loss, while 2 
is about ways of gaining (something similar might be going on in the 
Allais Paradox in Table 2-2; given that people are sure to walk away 
with a million in option A, they may feel they might lose their money 
if the bet turns out badly in option B). People generally appear tO put 
far more value on not losing x than on gaining x. If so, what gambles 
they take depend not just on the value of the prizes and the proba
bilities, but on whether the prize involves a loss or a gain. 
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T A B L E 2-4 An Example of Prospect Theory 

1. Would you accept a gamble that offers a 10% chance to win $95 and a
90% chance to lose $5?

2. Would you pay $5 to participate in a lottery that offers a 10% chance to
win $100 and a 90% chance to win nothing?

This is especially striking in what is called the "endowment" 
effect. In one experiment students were given a free coffee mug, 
and asked whether they wanted to exchange it for a Swiss candy bar 
of roughly equal market value. About 10% of the students elected to 
give up the mug for the candy. In another group, the students were 
given the candy, and were offered the mug in exchange; again, about 
10% of the students made the trade. Finally, in a third group no initial 
distribution was made, and students could choose either a mug or a 
candy bar; they split roughly equally in their choices.55 This is strik
ing, and poses a real worry about the whole idea of indifference curve 
analysis. Recall chat indifference curves chart a person's preferences 
between bundles of goods; a person is indifferent between any bun
dles on the same curve. But the endowment effect suggests that one 
will prefer a mug to a candy bar if one now has the mug but switch to 
a preference for a candy bar over a mug if one presently has the candy 
bar. One could see this as a case of crossing indifference curves (which 
violate the fundamental condition of the asymmetry of strict prefer
ence) as Figure 2-2 shows. 

If one starts at C (with 1 candy bar), one is only indifferent 
between it and some quantity of mugs greater than 1; if one starts 
with a mug, then one is indifferent between it and some quantity of 
candy bars greater than 1. One strictly prefers a mug to a candy bar 
and strictly prefers a candy bar to a mug! Such indifference curves are 
impossible given our understanding of rationality. 

Framing Effects The example of the two identical bets in Table 
2-4 is also an example of "framing effects": different ways of putting
the "same choice" can yield different preferences over options. Con
sider Table 2-5, which shows another examf le (the percentages in
parentheses are those who select this option). 6 

The pair A,C will result in the same number of lives saved and lose; 
the pair B, D will also result in the same number of lives saved and lost. 
A and C are just different descriptions of the same program, yet when 
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the program is described in terms of saving lives, as it is in A, 72% of 
the respondents endorse it; when it is framed in terms of losing lives (as 
in C), only 22% endorse it. Similarly, although B and D are the same 
program, only 28% endorse B while 78% choose 0. People are apt to 
make radically different choices depending on the way the choice is 
"framed" or described---saving lives or letting people die. 

If one's choices are "framed" in this way-if different descrip
tions of the same optio11 yield different utility57 -the choices violate 
what Kenneth Arrow calls "extensionality": 

The cognitive psychologists refer to the "framing" of questions, 
the effect of the way they are formulated on the answers. A 
fundamental element of rationality, so elementary that we hardly 
notice it, is, in logicians' language, its extensionality. The chosen 
element depends on the opportunity set from which the choice 
is to be made, independently of how it is described.58

That is, the options must be stable in the sense that they describe 
outcomes, and people will have their preferences over action-options 
determined only by the outcomes associated with each option, not 
the way in which those outcomes are described. 
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they are much better at estimating frequencies and drawing the right 
conclusions about them. 60 Think again of our case of testing for the
rare disease in Table 2-3. People seem to have a hard time thinking of 
the case in terms of probability calculations involving not only the 
probability that the test is right but also the probability that a random 
person in the population has the disease. But once put in terms of 
Table 2-3 the reasoning is clear. So too with the flak jacket example: 
a case that is puzzling to many when put in tenns of probability 
becomes much easier when redescribed in terms of frequencies. This 
suggests that people may be considerably better at making the prob
abilistically correct choices when they are able to conceive of the 
choice in tem1s of frequencies. 

Endowment effects pose more of a challenge for Homo Economicus 
than for expected utility theory. Economists typically (though not 
always) suppose that consumers simply have preferences over goods 
but not preferences whether they move from a certain starting point. 
If our preferences were only over goods, then endowment effects 
imply the deeply irrational indifference curves of Figure 2-2, where 
an individual prefers a candy bar to a mug and prefers a mug to a 
candy bar. But, of course, the crux of the issue is that the individuals 
do not simply have preferences over goods, but prefer to keep what 
they have to getting something else. Such preferences may be basic to 
what it means to "own" something; once you see something as your 
property, you may be reluctant to give it up, just because it is yours. 
"It ain't much, but it's mine" suggests that its being yours makes it 
more valuable. Having such preferences may be important to living a 
happy life; having them is apt to make each more pleased with the 
goods she ends up with, which she wouldn't trade "even for a lot of 
money." Again, to the extent that endowment effects are strong, 
economists may have to weaken their assumption that preferences 
are only over goods, but that is not a challenge to expected utility 
theory per se. 

We are back to Talia, Horace, and the kitten (Section 2.3). If all 
preferences are over outcomes characterized independently of process, 
then there is something odd going on. But if agents have preferences 
not only over outcomes but also over the processes that produce the 
outcomes (Was the kitten given away by a fair lottery? Was the mug 
something of mine that l have to give up to get the candy?), then the 
oddness disappears. This, finally, leads us to the most fundamental issue: 
framing. Arrow, remember, argues for extensionality: preferences over 
outcomes must be independent of our description of them, and under 

63 













UTILITY THEORY 
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3 

Efficiency 

OVERVIEW 

W
e have thus far focused on individual rationality: what is it to

be a rational actor, and how can we formally model such an 

actor? This chapter begins with that concern, but then turns to an 

analysis of how rational actors interact-the subject of the remainder 

of the book. The main concern of this chapter is to explore the 

relation between rational action and the idea of efficiency: the chapter 

starts with efficiency of the consumption decisions of one person, and 

then moves to the idea of an efficient exchange: an interaction 

between two economically rational agents. The important ideas of 
Pareto superiority and Pareto optimality are introduced. The second part 

of the chapter briefly sketches well-known failures of efficiency, 
involving various notions of" externalities." 

3.1 RATIONALITY AND EFFICIENCY 

Everyone knows that economics is about efficiency, and most of us 

have some pro or con attitude about that. Some of us are all for 

efficiency while others insist that efficiency is a cold economic value 

that must not come before equity, concern for the needy, or protec

tion of the environment. Thus it is said we need to "trade off" 

efficiency against other values. 
1 

But while most of us know whether 
we are "for it or agin' it," we are often not sure what "it" is. Just what 
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is efficiency? Is it simply one value among others-one that econo
mists but not the rest of us find very attractive-or it is somehow a 
fundamental idea that we cannot do without, which we ought not to 
sacrifice for other good things? 

Efficiency and Rational Individual Choice 

Let us reflect on what we know about our rational "economic man." 
As a fully rational chooser Homo Economicus has a well-formed utility 
function satisfying the requirements of utility theory we examined in 
Sections 2.2 and 2.3. His preferences are characterized by decreasing 
marginal utility and downward sloping demand curves (recall here the 
idea of decreasing rates of marginal substitution of goods in Section 
1.3). Suppose, then, that Homo Economicus has a preference for pizza. 
How much pizza is it rational for Homo Economicus to consume? 
Suppose that the cost of pizza is constant at µ(c): we must remember 
that by "cost" we mean the total opportunity costs of consuming the 
pizza-the forgone opportunities to satisfy other preferences (see 
Section 1.3, point 3). It is important to stress that "cost" does not 
necessarily mean a monetary payment, or something that you don't 
like (as in "a cost of taking this course is that I have to take tests"). In 
the economist's sense, the "cost" of getting your first choice of a pizza 
is that you had to forgo your second choice of a box of chicken 
wings: when you have to choose between good things, the cost of 
your decision is that good thing you didn't choose. This can be 
specified in terms of Homo Economicus's forgone utility-call this 
µ(c). It is the utility you would have received from your second 
choice. Now consider Alfs decision to consume the first slice of 
pizza. It satisfies his preference for pizza; given his utility function 
we can represent this by some utility benefit-call it µ(b). If µ(b) 2':'. 
µ(c) (that is, if the utility benefits are greater than, or equal to, the 
utility costs), then it will be rational for him to purchase the slice of 
pizza. But should he buy only one slice? Well, we know that since the 
cost of pizza is constant per unit, the cost of the second piece will be 
2[µ(c)]. But because of decreasing marginal utility, the benefits of the 
second piece will be less than twice µ(b): call this µ(b) + [µ(b) - n] 

(where n is a positive number less than µ(b)). The crucial idea 
here is that whatever the utiiity benefits of the first piece [µ(b)], the 
utility of the second piece will be positive (because more is better 
than less) but smaller than the utility of the first piece (hence it will be 
µ(b) + [µ(b) - n]): that is what is meant by decreasing marginal utility. 
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way would be to choose a lower- over a higher-ranked preference, 
and that, of course, is the essence of irrationality. In this sense, then, 
efficiency is simply rationality. 

There is, then, a close relation between efficiency and rational 
choice: to be rational is just to choose in a way that best satisfies one's 

preferences-and that means that the marginal gains are at least as 

great as the marginal costs. We shall examine paradoxical situations in 
Chapter 4 where rationality and efficiency break apart; in many of 
these cases we are uncertain just what is the truly rational thing to do. 

Efficiency and Rational Exchange 

Let us move to a two-person case. We will represent the choice 
problem in terms of indifference curves, which, it will be recalled, 
plot one's preferences over bundles of goods given decreasing marginal 

rates of substitution between them (Section 1.3, point 2). Suppose that 
Alf has four slices of pizza and Betty has eight Buffalo chicken wings. 
And suppose that they have pretty much the same preferences over 

pizza and chicken wings, so that their indifference curves are essentially 

the same. Figure 3-2 gives their indifference maps; Betty's (solid) 
indifference curves start in the lower left, Alfs (dotted) indifference 

curves come down from the upper right. Suppose that in this "Edge
worth Box"2 Alf and Betty are at point P 1: Alf has four slices of pizza 
and no wings while Betty has eight chicken wings and no pizza. 
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make either Alf or Betty worse off. Point P x, therefore, is efficient: all 
the gains from possible exchanges have been exhausted. But point P x 

is not unique in this regard: any bargain that occupies a point on 

which Alf and Betty's indifference curves are tangent is Pareto

optimal. The line A-B (which is called the contract curve) represents 

all such possible efficient bargains-ones that use all the possible gains 

from trade. Obviously, starting from point P1 , some of the efficient 
contracts favor Betty while others are better for Al£3 

Notice two things. First, the assumption of decreasing rates of 
substitution is crucial in explaining why economically rational people 
trade with each other. Because they each prefer varied to uniform 

bundles of goods, if Alf is pizza-rich he will want to exchange with 

Betty, who is chicken-wing-rich. This is a fundamental point that 
merits emphasis: given decreasing rates ef marginal substitution (or decreasing 

marginal utility), everyone can become better eff through market exchange 

without any increase in the total number of goods. Second, taking part in 
such trades is simply another example of marginal costs equaling 

marginal benefits. We have essentially the same story in a different 

form: here, rather than employing cardinal utility, we are analyzing 

the problem in terms of ordinal utility (i.e., preferences over bundles 

of goods). The marginal costs of Alf keeping those last two slices of 
pizza (his opportunity costs of forgoing acquiring four chicken wings) 
are greater than the marginal benefits that he gets from those two 
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the Pareto criterion must be violated by uniform public policy) some 
welfare economists and "Paretian" political philosophers have 
adopted what is known as the Kaldor-Hicks criterion: the move from 
distribution D 1 to D2 is qficient even when some lose by movingfrom D 1 to 
D2 so as long as those who do gain from the move could compensate the losers 
out ef their gains.7 To grasp what it means to say that a person could be 
compensated for a loss, consider Alf, who, we are supposing, is the 
sole person who has been made worse offby the move from D 1 to D2 

(to make the case simple, assume that everyone else is better off in 
D2). To say that Alf has been made worse off means that he is on a 
lower indifference curve in D2 than he was in D 1. Now imagine that 
after the move to D2 the gainers transferred enough of their gains to 
Alf to raise him back to the indifference curve that he occupied in D1 : 

this would bring about a new distribution D3 , which is indeed 
Pareto-superior to D 1 because everyone except Alf is at a higher 
indifference curve in D3 than they were in D1, and Alf is now back 
on the same indifference curve (as he was in D 1). We can say, then, 
that D2 is Kaldor-Hicks Pareto-superior to D1 if there is a distribution 
D3 that (1) could be produced by redistributing the gains made by 
moving from D 1 to D2 and (2) D3 is (in the normal sense) Pareto
superior to D 1 . Note the Kaldor-Hicks test says that given (1) and (2) 
D2 is Pareto-superior to D 1 even though no actual compensation has been 
paid. Distribution D3 is that in which compensation actually has been 
made, but Kaldor-Hicks does not say simply that D3 is Pareto
superior to D 1; it says that D2 is Pareto-superior to (more efficient 
than) D 1 even though some people have actually incurred losses by 
the move from D 1 to D2. Because D2 could give rise to D3, and 
because D3 would be Pareto-superior to D 1, D2 is Kaldor-Hicks 
Pareto-superior to D1 • 

To many this seems very odd: the Pareto criterion, which was 
based on the denial that gains for some can outweigh losses for others, 
is now employed to justify policies that benefit some at the expense of 
others. The move from D1 to D2 makes some people worse off, yet it 
is justified as a Pareto-superior move! Kaldor-Hicks looks like a 
backdoor way of getting interpersonal comparisons of utility loss 
and gains within a Paretian framework. 

Even if we put aside the controversial Kaldor-Hicks interpretation 
of the Pareto criterion, upon reflection the Pareto test is not as uncon
troversial as is often thought.8 Much of the appeal of the Pareto criterion 
lies in the question "Who could possibly object to an improvement that 
makes everyone better off?" Figure 3-4 suggests an answer. 
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b is socially preferred to o; note that in either case A does not 
read the book here. Similarly, since A does not want to read 
it, o is socially better than a. But a is Pareto-superior to b,

yielding a preference cycle. 10 

So we get bPo (by Mr. B's right), 0Pa (by Mr. A's right), and aPb

(by Pareto, since in both Mr. A's and Mr. B's ordering, a>- b); so we 
get bPoPaPb--an intransitive result. Sen saw this not as a case against 
rights, but as showing "the unacceptability of the Pareto principle as a 
universal rule."11 Sometimes it seems that a commitment to Pareto 
efficiency can lead us astray. One way to respond to this problem is to 
exclude some sorts of preferences from consideration: thus we might 
restrict our welfare Paretianism to self-regarding preferences (prefer
ences over different states of one's own life) and so ignore preferences 
that other people do rather than not do certain things ( or that they 
not read rather than read certain books). But this certainly does not 
solve all the proble�s, for there are problematic sorts of self-regarding 
preferences. Consider for example the problem of expensive prefer
ences. Suppose I always prefer expensive over cheap goods, but you 
prefer many cheap goods over many expensive ones. Given these 
preference structures, Paretian welfarism approves of distributions that 
raise us both to higher indifference curves-giving me expensive, and 
you inexpensive, goods. To many this seems unfair.12 

Fair and Unfair Starting Points Perhaps the most serious problem 
for Paretian welfarism is that it is insensitive to the distributions from 
which we begin. Suppose that all of Alfs and Betty's preferences are 
over quantities of pizza and chicken wings, but presently Alf has all the 
pizza and all the chicken wings and Betty has none. According to the 
Pareto principle, this is an efficient distribution. Since Betty has noth
ing to trade, there is no way to make her better off without making Alf 
worse off, so we have achieved Pareto optimality. But this hardly 
seems a moral reason to embrace the distribution. The heart of the 
Paretian project is to make people better off, and when no one can be 
made better off without lowering someone else's utility, the Pareto 
criterion has nothing more to say-we have achieved "optimality." 
But from the perspective of advancing human welfare it is hard to 
conceive of situations where Betty has nothing as "optimal." Plausible 
versions of Paretian welfaris� thus seem committed to some idea of a 
fair starting point, and then can hold that Pareto-approved moves made 
from the initial fair starting point are moral improvements. 
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private property rights are apt to result in this level. But according to 
the rights-based solution we must know what our property and other 
rights are before we can identify externalities, and so efficient out
comes. Say that Alf wants to build a tavern on his land and Betty 
objects. What is the efficient outcome? If Alf has the rights on his 
side, then the efficient outcome is that he builds it; if Betty has the 
rights on her side-she has a right not to have her property values 
lowered by living next to a tavern-then the efficient outcome is that 
the tavern is not built. If both have rights then we must still somehow 
weigh up the costs and benefits. 

Ronald Coase proposes an analysis that is almost the reverse of the 
rights-based view: on Coase's view achieving an efficient outcome does 
not depend on the specific way that the initial rights are assigned. 19 

Suppose that we live in a world free.of transaction and bargaining costs, 
and in this world Alf has a factory that produces whatchacallits that 
generates smoke as a by-product; suppose that Betty has a laundry, and 
her costs are increased because of the smoke from Alfs factory. Alfs 
production, then, produces a negative externality. So if Alf produces 
whatchacallits up to the point where his marginal costs equal his mar
ginal benefits, too many whatchacallits will be produced. Suppose that 
Alf makes $3,000 per year; Betty presently earns $24,000 from her 
laundry, but she would make $31,000 if Alfs smoke didn't increase 
her costs. Alf, then, imposes an externality of$7,000. Assuming no laws 
against pollution, we can still achieve Pareto efficiency: Betty can pay 
Alf$3,001 to stop producing whatchacallits; he will be better off and so 
will she, so the move is Pareto-superior. 

It is important that Coase's theorem applies regardless of how the 
property rights are divided between Alf and Betty: a Pareto outcome 
can be reached whether Alf has a right to pollute or Betty has a right 
that he not pollute. Suppose that Alf is now making $10,000 pro
ducing whatchacallits while Betty's profits remain the same: $24,000 
given Alfs pollution and $31,000 without it. Assume that Betty has 
the right that Alf not pollute, and so can bring suit against him. Now 
it is Pareto-efficient for Alf to bribe Betty not to bring suit: he can gay
her $7,001 to refrain from bringing suit, and both are better off.2 

According to Coase, then, in the absence of transaction and bargaining 

costs, parties to an activity with externalities will agree to some Pareto-efficient 
allocation of resources regardless ef the initial distribution ef property rights. 
Coase's theorem calls into question one of the traditional justifications 
for government regulation. In the absence of a perfect scheme of prop
erty rights that internalizes both costs and benefits, it has been widely 
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argument is not quite as simple as it seems. Three points must be kept 
in mind. 

1. For an adequate public goods argument for state action, it must
not only be the case that everyone wants the good, but that in
everyone's preference ordering { contributing to secure the good
& paying my share} is preferred to { not paying my share & not
having the good}. If mandatory taxation to supply the good is to
move us to a Pareto-superior condition, it is not enough that
everyone wants the good; they must prefer having it and paying
for it to not having it.

2. It is not the case that markets never supply public goods, or never do
so efficiently. Suppose Alfs goat wanders into Betty's garden and
eats her veggies, and Betty's dog wanders into Alf s property, scaring
his goat so that it does not give rnilk.21 A fence would be a public
good. Assume that each would benefit by unilaterally building the
fence (he/she would be better offbuilding the fence alone than not
having one) but, of course, each would prefer that the other build
the fence. So each has the following ordering: (1) the other builds,
(2) we split the cost, (3) I build, ( 4) neither builds. In such a case,
since each would prefer to pay for the entire good rather than do
without it, the public good will be provided (and, we shall see in
Section 4.3, one person will pay for the entire good). Provision of
public goods do not constitute a market failure until we add further
conditions, such as that no one individual's utility function is such
that it is rational for him to purchase the entire good at the efficient
level, 22 there are a large number of people (so each is tempted to
free-ride, or we do not know how many people's cooperation is
necessary to secure the good), etc. As the number of individuals
involved increases, the need for some sort of formal agreement
about allocation of contributions becomes necessary.23 It is, then,
not simply public goods per se, but public goods that require
collective action of a large number of agents that are most likely not
to be adequately supplied by the market. 24 

3. Whether public goods will be voluntarily supplied, and whether
universal contribution is efficient, also depends on the relation
between securing the goods and individual contribution. We
can distinguish three bas1c types of relations:

a. Constant Returns. If G is the total amount of the good
produced, and G; is the contribution of any individual i,
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problem is that while Alf's µ(c) is the total costs of his share of 
producing the good, his benefits µ(b) are just a small part of the 
total social benefits, since everyone gains from his contribution 
(remember, the good is nonexcludable and nonrival). As a 
rational economic agent Alf stops contributing when his marginal 
costs equal the marginal benefits to him. But this will not 
adequately take account of the overall social marginal benefits of 
his contribution, since all others will benefit from the higher level 
of the good he will provide. This is a classic case where public 
goods will be underprovided by uncoordinated individual 
choices. 

(ii) A threshold at the bottom where the k person is also the n, or last
person. In the second and very special case, everyone's contribution

is required if the good is to be secured at all. An example is a crew of a
small boat; unless everyone rows, the boat will not make
headway against, the strong current. No public good is secured
unless everyone contributes-the public good of reaching the
destination will not be achieved unless everyone does her job.
Here in an interesting case where the public good is apt to be
achieved by purely voluntary choices based simply on individual
utility maximization, since no individual has an incentive to
over- or undercontribute.25 

(iii) A case ef constant returns up to a threshold at the top. The third case is
interesting because here it is inefficient to require everyone to
contribute all the time. Suppose at Alf's College there is a lawn
between two buildings that are located diagonally across from
each other. 26 Everyone would prefer a nice lawn between the
two buildings to a shoddy one. But everyone also is
inconvenienced by having to walk all the way around the quad
(where the walkways are). Each person would prefer {having a
nice lawn and cutting across diagonally }-the shortest route
between the two buildings-to {having a nice lawn and always
using the walkways}. If everyone cuts across, the lawn will be
ruined; but if only 10 out of a 100 people do so, there will be no
problem. (Hence the threshold at the top; after the 90th person
avoids walking across the lawn, no further public good is
produced.) Consider three policies: (a) no one crosses, so we
have a beautiful lawn but everyone is inconvenienced; (b) 10
people cross, so we have a beautiful lawn and only 90 people are
inconvenienced; (c) everyone crosses 10% of the time. The
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second and third policies are Pareto improvements on the first. 
Ten people can be made better off (they can cut across the lawn) 
without any additional costs to others, or everyone can be made 
better off 10% of the time: the second and third policies achieve 
just as much of the public good as the first policy, but at a lower 
cost. As far as efficiency is concerned, if we are assuming Homo 

Economicus we have no grounds for choosing between the 
second and third policies (but if we assume that fairness is part of 
people's utility function, perhaps the third is to be preferred; see 

Section 2.4). We see here that a public policy based on the 
pursuit of efficiency does not necessarily seek to eliminate all 
free-riding (receiving the benefits without paying the costs); it 

might even (as policy b does) seek to secure an optimum level of 
free-riders (with policy b, 10). 

None of this is intended to undermine the basic idea that usually 
the state should tax everyone to secure public goods. The point is that 
we should be aware that the necessity and desirability of state action 
to secure universal contribution is by no means an immediate infer
ence from the mere existence of a public good and the pursuit of 
efficiency. 

SUMMARY 

In this chapter I have tried to explain the notion of efficiency and 
highlight its relation to rationality. This chapter has: 

■ Explained why a rational consumer will consume a good up to the point

where her marginal benefits equal her marginal costs. We have also
seen that a rational producer should produce up to the point
where her marginal benefits equal her marginal costs.

■ Explained why rational consumers will make exchanges that are Pareto
improvements. The Edgeworth Box was explained, and we
considered the relation of the contract curve to Pareto-optimal
bargains.

■ Explained the idea of Pareto superiority and Pareto optimality.

■ Considered whether the Pareto principle is suitable as a moral ideal.

■ Analyzed the notion ef an externality, and considered whether the ideal

of efficient property rights that internalize all the costs and benefits of
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activity makes sense. The problem, we saw, is that anytime 

another person negatively impacts my utility, and this is not 
taken into account in her decision, she imposes an externality on 
me. But if my preferences are about what she should and should 

not do, she will impose an externality on me simply by living her 

life as she sees fit. This problem of adequately defining an 
externality is a major difficulty for application of the Pareto 
principle. 

■ Sketched the Coase theorem.

■ Considered why public goods tend to be undersupplied by voluntary
action, and described some cases where voluntary action will secure them.

NOTES 

1. See Arthur M. Okun, Equality and Efficiency: The Big Tradeojf.

2. Named after Francis Edgeworth (1845-1926) who depicted alternative
allocations of resources, and possibilities for contracts, in this way.

3. Of course if we bring in endowment effects (Section 2.5), and Alf and
Betty have a preference to keep what they already have, then they may
not trade. We can now better see why endowment effects worry
economists: they go to the very heart of efficiency.

4. Some distinguish allocative from Pareto efficiency; allocative efficiency
is said to obtain when marginal benefits equal marginal costs, and this is
distinguished from the Pareto criterion. See John C. Winfrey, Social

Issues: The Ethics and Economics of Taxes and Public Programs, pp. 26-27.
There are other concepts of efficiency employed in economics.
X-efficiency concerns getting maximum outputs for a given level of
inputs; dynamic efficiency concerns maximizing growth; and technological

efficiency concerns the use of the best technology. On the different
notions of efficiency see Charles Wolf, Jr., Markets or Governments:

Choosing between Imperfect Alternatives, pp. 126ff

5. For a careful and useful analysis of these issues, see Alan Buchanan,
Ethics, Efficiency, and the Market, especially chaps. 1 and 3.

6. See Daniel Hausman and Michael McPherson, Economic Analysis and

Moral Philosophy, pp. 93£f.

7. For examples of contemporary welfarists who rely on this test, see
Richard A. Epstein, Skepticism and Freedom; Louis Kaplow and Steven
Shavell, Fairness versus Welfare. This test is also fundamental to much
social cost-benefit analysis.
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8. Russell Hardin makes much of the point in this paragraph. See his

Indeterminacy and Society, pp. 10-11.

9. Amartya Sen, "The Impossibility of a Paretian Liberal." For an

extended, and accessible, discussion, see Sen's, "Liberty, Unanimity, and

Rights."

10. Sen, "Liberty, Unanimity, and Rights," p. 218.

11. Ibid., p. 235.

12. See here Hausman and McPherson, Economic Analysis and Moral Philos-

ophy, pp. 78-79.

13. See Dennis Mueller, Public Choice III, p. 25.

14. See Garret Hardin, "The Tragedy of the Commons."

15. See David Schrnidtz, The Limits of Government: An Essay on the Public

Goods Argument.

16. John Stuart Mill, On Liberty, Chapter 4, para. 3.

17. Ibid., Chapter 4, para. 14.

18. Ibid., Chapter 5, p,ara. 3.

19. See Ronald Coase, "The Problem of Social Cost." My explication

follows Mueller, Public Choice III, pp. 27-30.

20. The Coase theorem can be applied to more realistic cases, where

people's activities have variable costs-the more they purchase of a

good, the higher the externalities. See Mueller, Public Choice III,

pp. 27ff.

21. I am following ibid., pp. 16ff.

22. Because the purchase of public goods has a positive externality, they will

not generally be supplied at the efficient level.

23. But this is not to say that governmental, coercive action is necessary. See

David Schmidtz, The Limits of Government.

24. Mueller gives a nice overview of the extent to which individual vol

untary choices will secure public goods, and how this results in under

supply. Public Choice III, pp. 18ff. The discussion that follows draws on

this part of Mueller.

25. See ibid., p. 22. But see the analysis of the assurance problem in Section

4.3.

26. See David Lyons, The Forms and Limits of Utilitarianism, pp. 69ff, 162ff. I

have discussed this case in more detail in my Social Philosophy, pp. 182ff.
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"games" aJlows us to model conflict, not all games are competitive: 
most games are a mixture of cooperation and conflict. The chapter 
concludes with a brief consideration of repeated games (in which 
players play a series of games), and evolutionary game theory. 

4.1 STRATEGIC RATIONALITY AND 

ZERO-SUM GAMES 

In situations of strategic rationality Betty, as a rational utility maximizer, 
is seeking to best satisfy her preferences, but now what best satisfies 
her preferences depends on what Alf does, and what best satisfies Alf's 
preferences depends on what Betty does. Modeling such interactions 
is known as "game theory". 

Throughout we shall assume that (1) the players are rational (in 
the sense of being utility maximizers); (2) Alf knows that Betty is 
rational, and Alf knows that Betty knows this (i.e., she knows that he 
knows that she is rational), and Betty knows the same thing about 
Alf; 1 and (3) each also knows the payoffs of the other and what 
options he or she confronts. A11 of chis, we can say, is com111011 k11owl
edge between chem. 

In this section we will focus on very simple games, in which the 
total gains always equal the total losses, so chat the overall gains and 
losses always sum up to zero. Winnings minus losses equal zero. 
Games such as poker are obvious examples of zero-s11111 games: the 
only way to win is to get the money from a fellow player. 2 

Consider a simple cake-cutting game.3 Suppose Alf and Betty are 
in a zero-sum game in which Alf cuts the cake, and Betty chooses the 
first piece, and Alf gets what is left. Suppose further that Alf knows that 
he can't cut the cake exactly evenly: every time he tries he always 
makes one piece a little larger than the other. Let us assume that Alf has 
two options: try to cut the pieces the same size the best he can, or cut 
one obviously larger. We depict the game in Figure 4-1 in its exte11sive

form. The squares represent "choice nodes" of either Alf or Betty; the 
dots are "tenninaJs nodes" that constitute possible outcomes. The 
numbers at each terminal node, represent Alf's ordinal utility for each 
outcome (4 = best, 1 = worst); since this is a zero-sum game, Betty's

ordering is precisely the inverse. Alf's best choice (where he gets 4 units of 
utility) is Betty's worst (she gets 1), and so on. 
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Take slightly bigger piece; 
Alf gets slightly smaller 

Take slightly smaller piece: 

2 

Alf gets slightly bigger 
L__...L.. __ ..:._ _ _:_�--=-=---- -----tl■ 3 

Alf 

Betty 

Take much bigger piece; 
Alf gets much smaller 

Take much smaller piece; 
Alf gets much bigger 

F I G U R E 4-1 A Zero-Sum Game in Extensive Form 

4 

Remember, we are assuming that Alf and Betty are both rational 
agents, and each knows this. So Alf knows that Betty will make the 
best move for herself, so he knows that outcomes (4) and (3) will not 
occur; the only way to get to those outcomes would be for Betty to 
select a less rather than a more preferred option. So Alf's only choice 
is between options (1) and (2); to maximize his share, Alf must cut as 
evenly as possible, so we end up with (2). This is the solution to the 
game. 

The same game can be put in a strategic form as in Figure 4-2, 
which lists an entire strategy (a complete series of moves) in a game 
and compares the outcome of every possible complete series of moves 
by the other player(s). 

Again, the numbers represent Alf's ordinal utility; since this is a 
zero-sum game, Betty's are the reverse. As the cutter, Alf decides 
which row will be played, Betty chooses which column. Alf knows 
that whatever row he chooses, he will end up with the least in that 
row, since Betty will choose the most for her, and this is a zero-sum 
game. That is, once Alf makes his choice, he knows that of the 
remaining options, Betty will choose that which is best for her, which 
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F I G U R E 4•2 A Zero-Sum Game in Strategic Form 

means that, of the remaining options, Alf will end up with that which 
is least attractive to him. Notice then that when he makes his move 
Alfs aim will be to maximize the minimum that Betty can leave him 
when she makes her choice. Given this Alf must cut as evenly as 
possible, knowing that Betty will leave him with the slightly smaller 
piece. Suppose, instead, that Betty makes the first move; in this

version of the game she has to announce her choice before Alf even 
cues the cake. She knows that, once she has announced her choice, 
Alf will cut the cake so that she gets the smallest possible slice that her 
choice permits; she, of course, wants to get the biggest piece possible. 
Given that Alf will try to counter her move, she will choose the 
column where his maximr1m (what Alf will try to get) is minimized. 

That means she should announce she will choose the biggest piece 
once the cake is cut; so once again we see that the outcome is that Alf 
cuts as evenly as possible and she gets the slightly larger piece. 

Consider the fol1owing rather more serious game. 

In February 1942 General George Churchi]] Kenny, 
Commander of the allied Air Forces in the southwest Pacific, 
was faced with a problem. The Japanese were about to 
reinforce their army in New Guinea and had a choice of 
two alternative routes. They could sail either north of New 
Britain, where the weather was rainy, or south of New 
Britain, where the weather was generally fair. In any case, 
the journey would take three days. General Kenny had to 
decide where to concentrate the bulk of his reconnaissance 
aircraft. The Japanese wanted their ships to have the least 
possible exposure to enemy bombers, and, of course, General 
Kenny wanted the reverse. 4 
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-$1 0 $1 

$1 -$1 0 

F I G U R E 4-5 A Game That Requires a Mixed Strategy 

happen, and cannot assign probabilities, they might select different 
strategies. If both players gamble in this way we cannot predict the 
outcome of the game. 

John von Neumann (1903-1957) demonstrated that in every 
zero-sum finite game (a finite number of moves), between two 
persons, there is always at least one minimax solution: there is always 
some outcome that is rational for both parties to accept and that is not 
rational to defect from. However, this outcome need not always be a 
combination of "pure" strategies. A pure strategy is when one always 
makes the same response to a certain move by the other; a mixed 
strategy is when one may respond to the same move by the other in 
different ways. 

An obvious case where a pure strategy won't do is a game of Paper, 
Rock, Scissors. (Paper covers [beats] Rock, Rock crushes [beats] Scis
sors, Scissors cut [beat] Paper; so Paper >- Rock >- Scissors >- Paper.) 
You should not, of course, always play Rock, because then the other 
player will respond with Paper to cover it; you shouldn't always play 
Paper, because the other player will respond with Scissors; and you 
should not always play Scissors, because it will be cmshed by Rock. So 
you should play a mixed strategy: a one-third chance of either. Let's see 
why. Suppose we have a game of Paper, Rock, Scissors, as in Figure 4-5. 
The payoffs are Alf's, since this is a zero-sum game; Betty's are the 
inverse (if Alf wins a dollar, she loses; if he loses, she wins). 

If Alf plays a pure strategy he will lose $1 per game, since Betty 
will respond with the strategy that always beats it. Suppose Alf plays a 
mixed strategy of 50% Paper/SO% Scissors. Betty will respond with a 
pure strategy of scissors; she never can lose, and she will win half the 
time. Alf's expected loss per game is 50¢ (since this is a zero-sum 
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game, Betty's expected gain is 50¢). Suppose Alf plays a nli..,:ed 
strategy of playing each move one third of the time. Betty's best 
move is the same mixed strategy, giving each an expected gain of 0. 
One third of the time Alf will win a dollar, one third of the time he 
will lose, and one third of the time there will be a draw. Thus there is 
an equilibrium in this game, as many ten-year-olds know. The point 
of mixed strategies, then, is to neutralize the other's player's choices 
of strategies. 

9 

However, if we are talking about a single-play game, it is not 
entirely clear what it means to say that a combination of mixed 
strategies is in equilibrium; clearly over a run of games the mixing 
strategy is best, but in a simultaneous one-play game, any strategy that 
is unannounced is as good as any other. Each pure strategy is part of 
the best mixed strategy in the single case, so any pure strategy might 
be played. In the one-play case, mixed strategies can, perhaps, be seen 
as instructions co engage in a certain randomization process rather 
than a combination of strategies. Note, though, chat the solution then 
does not involve a mix of strategies at all, but a new strategy involving 
a randomization device. 

4.2 THE PRISONER'S DILEMMA 

Three Versions of the Prisoner's Dilemma 

Mose interactions are not zero-sum; depending on what they do, Alf 
and Betty may find that their gains and losses vary. Thus we usually 
play variable-sum games. Let us start with the most famous game of 
all, the Prisoner's Dilemma. 10 The familiar story behind the Prisoner's 
Dilemma goes like this. Two suspects, Alf and Betty, have been 
arrested by the police. The police have enough evidence to convict 
both on a relatively minor charge. If convicted of this charge-and 
the police can obtain a conviction-each will get two years in prison. 
The police, however, suspect that Alf and Betty acted together to pull 
off a bigger crime, but they have inadequate evidence. They make the 
following offer to Alf (the same offer is made to Betty). 

Alf, turn state's evidence against Betty, and we'll let you go 
free; we'll demand the maximum penalty for Betty, so she 
will get 12 years. Of course if Betty confesses too, we're not 
going to lee you both go free: you'll each get 10 years. 
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F I G U R E 4-6 A Prisoner's Dilemma in Terms of Jail Time 

However, if you keep quiet and she confesses, we'll let her 
go free, and you will be the one to get 12 years. But if 
neither of you confess to the big crime, we won't have 
enough evidence to prosecute. We will then proceed with 
the lesser charge, ahd you'll get 2 years each. 

Figure 4-6 presents their problem in terms of years in jail; Alf's 
"payoffs" (time in jail) are depicted in the lower left of each cell, 

Betty's in the upper right. 

Alf reasons: 

IfBetty confesses, and I keep quiet, I'll get 12 years; ifBetty 
confesses and I confess too, I'll get 10 years; so I know one 
thing: if Betty confesses, I better confess too. 

What if Betty keeps quiet? Alf reasons: 

If Betty keeps quiet and I keep quiet too, I get 2 years; if 
Betty keeps quiet and I confess, I go free. So if Betty keeps 
quiet, I do best by confessing. 

But now Alf has shown that confessing is a dominant strategy: no 
matter what Betty does, he does best if he confesses. And Betty will 
reason in a parallel way; she will conclude that no matter what Alf 
does, she does best by confessing. So they will both confess, and get 
10 years. Hence the (sole) Nash equilibrium outcome (that they both 
confess) is strongly Pareto-inferior to the nonequilibrium outcome in 
which they both keep quiet. 

This however is simply a story in tem1s of jail time. We have 
simply assumed that the players want to stay out of jail. In order to 
really get the result that the rational thing for them to do is to confess, 
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F I G U R E 4.7 The Prisoner's Dilemma in Ordinal Utility (4 = most 

preferred outcome) 

we need to say something about their preferences over outcomes. We 
can generate an ordinal utility function for (any) Alf in terms of his 
preference rankings fur the different outcomes if his rankings satisfy 
the standard axioms (Section 2.2). Employing an ordinal scale where 
4 is best and 1 is worst, we thus get Figure 4-7. 

Again we see that "confessing" is the dominant strategy for both 
players: no matter what Betty does, Alf does best if he confesses, and 
no matter what Alf does, Betty does best by confessing. Confess/ 
confess is the sole Nash equilibrium: it is the best response by each to the 
move ef the other-neither player can do better by unilaterally changing his or 
her move. John Nash's great contribution to game theory was to show 
that all finite competitive games (games in which there are no binding 
agreements) have at least one such Nash equilibrium (there may be 
many). Nash's result is a generalization of von Neumann's minimax 
theorem: minimax solutions are also Nash equilibria. 

Given the standard von Neumann-Morgenstern axioms (Section 
2.3) we can convert ordinal utilities into cardinal utilities, which not 
only give the ordering of the payoffs but also the size of the differ
ences in the payoffs for each (or, more strictly, the ratios of the 
differences). Assuming the higher the number, the better the out
come, Figure 4-8 gives the general cardinal form of the Prisoner's 
Dilemma while Figure 4-9 gives a specific example of how the 
numbers might come out. 

So in Figure 4-9, Alf and Betty reason themselves into an out
come that, on each of their cardinal scales, gives him/her .1 out of 1, 
whereas the {keep quiet/keep quiet} outcome would give each .85 
out of 1. 
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F I G URE 4-8 The General Form of the Prisoner's Dilemma in Cardinal 

Utility (where 1 > x > y > O) 
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.85 1 

.85 0 

0 .1 

1 .1 

FI G U RE 4-9 A Specific Example of the Prisoner's Dilemma in Cardinal 

Utility 

Why the Prisoner's Dilemma 

So Captivates Philosophers 

The Prisoner's Dilemma has captivated moral and political philoso
phers for at least a generation. It seems to raise questions that go to the 
heart of our understanding of rationality, morality, and politics. 

The Break between Rationality and Efficiency In the last chapter 
I argued that rationality and efficiency were intimately related: effi
cient transactions raise both parties to higher indifference curves, so 
such transactions are part and parcel of rational utility maximization. 
But in the Prisoner's Dilemma what· is rational to do leads to a Pareto-iriferior 
result. Even if Alf and Betty are experts in game theory, the best move 
that each can make in response to the other is to confess. (In fact, 
experts in game theory make this response more often than 
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the actions of the unjust; they would both come at last to the 
same point. And this we may truly affirm to be a great proof 
that a man is just, not willingly or because he thinks that 
justice is any good to him individually, but of necessity, for 
wherever any one thinks that he can safely be unjust, there 
he is unjust. For all men believe in their hearts that injustice 
is far more profitable to the individual than justice, and he 
who argues as I have been supposing, will say that they are 
right. If you could imagine any one obtaining this power of 
becoming invisible, and never doing any wrong or touching 
what was another's, he would be thought by the lookers
on to be a most wretched idiot, although they would 
praise him to one another's faces, and keep up appearances 
with one another from a fear that they too might suffer 
· · · 13 mJust1ce. 

Unless we are truly worried about being caught and punished, many 
have argued, the rules of justice are too weak to control people. 
Hobbes thought so: for him the only solution to Prisoner's 
Dilemma-type problems is a powerful government that enforces 
cooperative and just behavior by punishing those who "defect." 
Caught in a Prisoner's Dilemma, individuals would see that they 
require "a common power to keep them in awe and to direct their 
actions to the common benefit." 14 If people are punished for non
cooperative behavior, then we escape the Prisoner's Dilemma: we 
replace the Prisoner's Dilemma with a different game in which non
cooperation is no longer the dominant strategy. 

Note that Hobbes seems to suppose a specific motivation: the 
people in his state of nature are not merely rational utility maximizers, 
and not even Homo Economicus: they are selfish (see Section 1.3, point 
4). The general form of the Prisoner's Dilemma, however, does not 
require us to assume that the players are selfish: as long as their 
orderings over the outcomes conform to the orderings in Figure 
4-7, they are stuck in a Prisoner's Dilemma. Consider, for example,
two ideologically opposed countries, each of which thinks that the
other is out to oppress the human race, and so each believes that it is
important for the future of humanity that their side is victorious. As 
Figure 4-11 shows, two such �ountries can be caught in a Prisoner's
Dilemma. If the first choice of each is to free the world from the
threat of the other, but each would prefer peace to a war that might
kill millions, though even worse than war is to let the other side
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FIGURE 4-11 A Prisoner's Dilemma between Crusading Countries 
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Alf gets the 
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free (4) 
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Alf pays the cost, but 
since others don't 
cooperate, he doesn't 
get the public good (1) 

Alf doesn't get the 
public good, but at 
least he doesn't pay 
anything (2) 

F I G U R E 4-12 A Multi-Person Prisoner's Dilemma 

dominate the world, then our two crusading countries are in a 
Prisoner's Dilemma. 

Public Goods The Prisoner's Dilemma also provides a nice analysis 
of why public goods will not be voluntarily provided by individuals, 
even though everyone wants the good (Section 3.2). Let us introduce 
the idea of a multi-person Prisoner's Dilemma, in which each person 
(Alf in this case) is playing against "everyone else," as in Figure 4-12. 
The numbers represent Alf 's orpinaJ utilities (4 = best). 

Defection (not contributing) is the dominant strategy: no matter 
what the rest of society does, Alf does best by not contributing. And if 
everyone reasons just as Alf does public good will be undersupplied, 
even if everyone prefers having The public good to not having it. 
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Can the Prisoner's Dilemma Be "Solved"? Robert 

Nozick's "Symbolic Solution" 

Because the Prisoner's Dilemma seems to pose a challenge to our 
basic ideas about rationality and acting morally, many have sought to 
"solve" the dilemma in the sense that they argue (1) even in a genuine 
Prisoner's Dilemma (2) rational people could cooperate. Let us first 
consider in some depth one such proposal along these lines developed 
by Robert Nozick, certainly one of the most innovative philosophers 
of his generation. If Nozick thinks that the Prisoner's Dilemma can be 
"solved," we are sure to learn something. 

Nozick's distinctive proposal for "solving" the Prisoner's 
Dilemma (that is, showing that keeping quiet can be rational for both 
parties) depends on what he calls "symbolic utility." Nozick holds 
that act <p symbolizes value V if cp stands for V. The value of V "flows 
back" through the symbolizing relation to cp, giving "symbolic util
ity" (SU) to cp. 15 Thus an evaluation of the rationality of an act must 
consider not only the utility that results from bringing about preferred 
outcomes, but also the symbolic utility of undertaking those specific 
actions. Nozick writes: 

It may be thought that if an action does have symbolic utility, 
then this will show itself completely in the utility entries in the 
matrix for that action (for example, perhaps each of these 
entries gets raised by a certain fixed amount that stands for 
the act's symbolic utility), so that there need not be any 
separate SU factor.16 

Nozick rejects this option; it is important to see why. Suppose that Alf 
and Betty not only have utility judgments concerning years in jail, but 
each gives symbolic utility to acting like a cooperative person, or 
being a cooperative person. In the Prisoner's Dilenuna, says Nozick, 
each might see keeping quiet not simply as a way of producing the 
consequence of a certain number of years in jail, but as symbolizing 
what sort of person one is. Suppose, then, chat each values being a 
cooperative person, but does not value being a sucker (that is, each 
puts symbolic value on cooperating when the other cooperates, but 
not on cooperating when the other takes advantage of one). Adding .2 
extra units of symbolic utility, ·we then get Figure 4-13. 

In this game {keeping quiet/keeping quiet} is in Nash equili
brium (if one player keeps quiet, the other cannot improve his/her 
total utility of 1.05 by confessing). However, {confess/confess} is also 
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attack. But if he th.inks that Betty will attack, then he will attack too. 
Th.is is precisely the same ordering of payoffi that we get in Figure 4-13, 
derived from Nozick's addition of symbolic utility to a Prisoner's 
Dilemma. To truly "solve" the Prisoner's Dilemma, we cannot just 
convert it into a different game. 17 What Nozick needs to do is to appeal 
to an additional source of utility that cannot be included in the payoffs 
(and so the payoffs remain those of a Prisoner's Dilemma). 

Nozick presents several arguments why symbolic utility cannot 
be integrated into the payoffs in the game (as it is in Figure 4-14). Let 
us focus on what might be called the argument from utilities dependent 011 

optiollS. 

[T]he symbolic value of an act is not determined solely by 
that act. The act's meaning can depend upon what other acts
are available with what payoffs and what acts are also avail
able to the other party or parties. What an act symbolizes is
something it symbolizes when done in that particular situa
tion, in preference to those particular alternatives .... An act's 
symbolic value may depend on the whole decision or game 
matrix. It is not appropriately represented by some addition 
or subtraction from utilities of consequences within the 

· 18 matnx.

So the idea seems to be that a certain utility may depend not just on 
the value of a consequentially resulting state of affairs, but the entire 
game including what other options both players have. Nozick insists 
that this cannot be captured within, as we might say, any single "cell" 
but depends on the relation between the cells (the "whole game 
matrix"). Symbolic utility is outside of any individual box; indeed 
in a sense it is outside the box as a whole though it is based on the 
whole box. 

Notice that Nozick focuses on the "matrix"-the strategic repre
sentation of the game. However, as soon as we become concerned 
about the information available at different points in a game, the 
strategic form is inappropriate, and we should consider the extensive 
form of the game. Figure 4-15 provides the extensive form of 
"Nozick's symbolic solution to the Prisoner's Dilemma" presented 
in str:ttl'gir'. fon11 in Figure 4-13. 

Recall that squares indicate decision nodes, dots are terminal 
nodes that indicate the end of the game or the payoffs of the game 
(the utilities are given in cardinal numbers, first Alf 's, then Betty's, at 
each terminal node). The advantage of the extensive form is that at 
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.1, .1 

Confess 

Alf 

Confess 
r-'-----.----------- 0, 1 

Betty 

Keep quiet 

1.05, 1.05 

FIG U R E 4-15 Nozick's Solution to the Prisoner's Dilemma in Extensive 

Form 

each node we can identify the information sets available to the players. We 
can specify that in games of "perfect recall" infomution sets include 
knowledge of the prior moves of both oneself and the other player 
made at each node. The extensive form builds into games the order of 
the moves; in Figure 4-15 Alf makes the first move. However, in 
Prisoner's Dilemma-like games, the moves are simultaneous. This 
feature is accommodated by the dotted line connecting Betty's deci
sion nodes; she must make her first move without knowing which 
node she is at (her information set at this node is thus not a singleton 
(i.e., it does not have one element], as she does not know which of 
the two nodes she occupies). Consequently, the same game could be 
displayed with Betty having the first move, and Alf making the 
second move with his information set incomplete in a similar way. 
Now when we think outside the box (i.e., the strategic form of the 
game), in this way we see how the utilities at the terminal nodes can 
be affected by information about what nodes the players have passed 
through. Alf's utility of 1.05 (the same holds for Betty) is produced 
(partly) by his knowledge that at choice points (nodes) where he 
might have ratted on Betty, he chose not to, and instead took a more 
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circumstances, "Prisoner's Dilemmas" can be solved. Axelrod argues 
that if we switch our attention from a single case of the Prisoner's 
Dilemma, where the players will never meet again, to an indetermi
nate series of Prisoner's Dilemmas, ,ve can often get around the 
problems of order without a state. 

To see this, assume that although you are in a Prisoner's 
Dilenuna with Alf, both of you know that every day from here on 
you will play one Prisoner's Dilemma after another. A.xelrod has 
shown, using a computer simulation, that you generally would do 
best by adopting a very simple strategy: tit-for-tat. According to tit
for-tat, your first move is the cooperative move. But if you're caught 
out, and Alf defects rather than cooperates, the next time around you 
will be uncooperative too. In short, except for the first move of the 
game, you decide whether to cooperate or act aggressively with 
respect to any person by a simple rule: I'll do to him this move whatever

he did to me the last time u1e 111et. Essentially, a tit-for-tat player says to 
others "If you defect on me in this game, you will get away with it, 
but I guarantee that in the next game I will defect, so that we will 
both be losers. But I am forgiving: if you start cooperating again, I'll 
begin cooperating again on the move after your cooperative move." 
Axelrod constructed a computer program specifying a game with 
hundreds of moves, and a variety of actors employing different 
strategies. Some always act cooperatively no matter what others do, 
while some always defect. Each strategy played 200-move games with 
every other strategy, making for over 100,000 moves: tit-for-tat won. 

Again, though, we have "solved" the (one-play) Prisoner's 
Dilenuna by turning it into a different game. Now the payoffs for 
the first Prisoner's Dilemma game with Alf include probabilities of 
future beneficial or costly interactions with him. Suppose Alf and 
Betty play a series of games with each other. It would seem that in the 
first game they have two concerns: (1) what is my best response to the 
other in this game? and (2) will my move in this game affect future 
prospects with this player? The second question shows us that their 
considerations in deciding their present move are not focused simply 
on the payoffs in this game. Alfs and Betty's present decisions are also 
affected by what some have called "the shadow of the future." But 
this means that they are not playing a straightforward Prisoner's 
Dilemma at all. This is even clearer if we focus on the last game in 
the series: here the "shadow of the future" is not relevant, because Alf 
and Betty know there will be no future games. Suppose Alf and Betty 
know for certain that this is their last game. In this case they have no 
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expectations about future interactions, so they will truly play this 
game as a straightforv,ard Prisoner's Dilemma, and so they will each 
defect. If this is their last game it makes no sense to play tit-for-tat; 
they must simply give their best response in this game: only question 
(1) is relevant. So they will both defect, the dominant strategy in a
one-play Prisoner's Dilemma. But now consider the second to the last
game. By the reasoning we have just gone through, they will both
know that both will play the last game as a simple Prisoner's Dilemma
and so they will both "defect." But that means that in the second to
the last game, again the only relevant concern will be (1 )-the best
response in this game, since they know that the other's move in the
next game is already set. But that means that the second to the last
game should also be played as a simple Prisoner's Dilemma. We can
see, though, that everything we have just said about the second to the
last game now applies to the third to the last game, and then to the
fourth to the last, and then, eventually, to the first. So one should
always defect.

This is a more serious problem with iterated Prisoner's Dilemmas 
than is usually thought.26 This "backward induction" argument is 
often taken to be interesting but hardly of crucial importance. But 
"backward induction" is the typical method for solving a sequential 
game and is based on the crucial idea of modular rationality: at each 
possible point in the decision tree a rational chooser always takes the 
best option.27 When trying to find the solution to a game we start at 
terminal nodes; we know that if a node is a solution to the game, the 
last chooser got us to that node by taking the option that maximized 
his utility.28 Taking the higher- over the lower-ranked choice is, after 
all, what rationality is all about. Using this same assumption-that at 
every point in the tree the chooser took the course that maximized 
her utility-we can trace back through the tree the series of decisions 
that would lead to that outcome. Only a path along which, at every 
point, each chooser took the action that maximized her utility (i.e., 
acted on her higher- rather than lower-ranked alternative) is consis
tent with the assumption of modular rationality. A utility maximizer 
would not choose an action that satisfied lower-ranked rather than 
higher-ranked preferences. If, then, tit-for-tat is not verifiable by 
backward induction, it does not seem to be a rational solution to a 
definite series of Prisoner's Dilemmas under peifect information and full 
rationality. Most advocates of tit-for-tat agree, and stress that tit-for-tat 
depends on uncertainty about the size of the decision tree (how long 
the sequence of Prisoner's Dilemmas will go on). So we never are 
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game theorists, however, that sort of plan is irrational as it violates a 
basic norm of rational games: "subgame perfection." To be "subgame 
perfect" a series of moves in a game must be such that at each node a 
player makes the choice that from that point on in the game max
imizes his utility.30 

Is the Prisoner's Dilemma a Newcomb Problem, 

and If It Is, Does That Help Solve It? 

Some have claimed that the Prisoner's Dilemma is a case of another 
paradox, called the "Newcomb problem."31 In the Newcomb prob
lem an agent confronts a situation with two boxes: the agent can 
choose to take the contents of one box or the contents of both. The 
first box is clear, and so the agent can see that it contains one thousand 
dollars; the second is opaque-it may contain a million dollars, or it 
may be empty. So far 'it is an easy choice-the agent should take both 
boxes, assuring himself of at least a thousand dollars, plus perhaps the 
million that might be in the opaque box. This is the dominant strat��Y
However, the agent also knows that yesterday an extremely reliable 
predictor (in some accounts a perfect predictor) has put the money in 
the boxes. She has put a million dollars into the opaque box if and 
only if she predicts he will choose it alone; if she predicts that he will 
choose both boxes, she has left the opaque box empty. Now what 
should the agent do-choose one box or two? 

According to Nozick's important analysis,32 if one employs a 
simple principle of expected utility the agent will just calculate the 
utility of each option's possible outcomes, weighted by their like
lihood, and then add these up. Since, however, the outcomes are not 
necessarily probabilistically independent of the action the agent per
forms (the predictor has put the million dollars in the opaque box if 
and only if she predicts the agent will choose only it), a more 
adequate evidentially expected utility principle calculates the 
expected utility of actions by taking account of the conditional 
probabilities of the outcomes, given that the agent performs that 
action. Now, Nozick famously argued, an agent employing an evi
dentially expected utility principle will reason that given the infor
mation about the predictor, the probability of getting a million dollars 
conditional on choosing both boxes is extremely low (if the predictor 
predicts the agent will choose two boxes, she will leave the opaque 
box empty), whereas the evidential expected utility of taking only the 
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opaque box is high, so the evidentially expected utility principle 
recommends choosing only the opaque box. This seems counter
intuitive to those moved by dominance reasoning: after all, at the 
time of choice, the million dollars is either in the opaque box or not 
(the predictor, remember, put the money in the boxes yesterday), and 
so the agent's decision to take one or two boxes at that time cannot 
causally affect what is in them. So why not still take both? We seem 
to be torn between two different ways of connecting outcomes and 
actions (think back to Figure 2-1): a causal connection that supports 
dominance reasoning and taking both boxes, and an evidential con
nection that indicates one ought to take only one box. 

David Lewis argued that the Prisoner's Dilemma has the same 
structure. He advances a version of the Prisoner's Dilemma/New
comb problem, which, he thinks, shows them to be the same prob
lem: 

You and I, the "prisoners," are separated. Each is offered the 
choice: to rat or not to rat .... Ratting [in Lewis's version] is 
done as follows: one reaches out and takes a transparent box, 
which is seen to contain a thousand dollars. A prisoner who 
rats gets to keep the thousand. (Maybe ratting is construed as 
an act of confessing and accusing one's partner, much as 
taking the Queen's shilling was once construed as an act of 
enlistment-but that is irrelevant to the problem). If either 
prisoner declines to rat, he is not at all rewarded; but his 
partner is presented with a million dollars, nicely packed in 
an opaque box. (Maybe each faces a long sentence and a 
short sentence to be served consecutively; escape from the 
long sentence costs a million, escape from the shorter sen
tence costs a thousand. But it is irrelevant how the prisoners 
propose to spend their money).33 

Thus we have Figure 4-19. 
Note the ordering of the payoffs (in square brackets) is the same 

as Figure 4-7; we have a Prisoner's Dilemma. As Lewis sees it, each 
player in a Prisoner's Dilemma is in a Newcomb problem. On the 
one hand, causal reasoning identifies a dominant strategy in both the 
standard Newcomb problem and its Prisoner's Dilemma version: one 
has no causal control over what the other will do, so no matter what 
the other does, one does best by taking both boxes (ratting). But one 
has reason to suspect that if one takes the dominant strategy, one will 
do worse than one would by just taking one box (cooperating). After 
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F I G U RE 4-19 Lewis's Newcomb Problem/Prisoner's Dilemma 

all, you have reason to suspect that the other party will reason 
precisely as you do. The other party is a clone of you: you are both 
rational agents, and have the same ordering of outcomes-so what you 
will choose is evidence of what the other party will choose. So we are good 
predictors of each other's choices. Perhaps, then, your decision to 
defect is evidence that the other party will also defect; if so, this affects 
your conditional probabilities concerning possible outcomes given 
your choice of defecting. If so, it looks as if you should cooperate. 
Causal reasoning points to one connection between action and the 
best outcome while evidential reasoning endorses another. 

There is dispute as to whether some or all Prisoner's Dilemmas 
are really Newcomb problems,34 as well as what is the rational thing 
to do in the Newcomb problem itself. Many argue that one should 
follow one's dominant strategy in both cases (defect in the Prisoner's 
Dilemma, take both boxes in the Newcomb problem). As Brian 
Skyrms suggests (and I concur), to employ the sort of evidential 
reasoning I have described-when one knows there is no causal connection 
between your choice and the choice of the other player-constitutes a 
"voodoo" decision theory, a magical decision theory whereby I can 
determine what others choose, yet there is no causal path that links 
my decision to their choice.35 Nevertheless, some insist that in both 
cases one should rely only on evidential reasoning (cooperate in the 
Prisoner's Dilemma, take one box in the Newcomb problem), while 
Nozick recommends a complex scheme in which one takes account 
of both causal and evidential reasoning. Interestingly, empirical evi
dence suggests that actual reasoners switch between causal and evi
dential reasoning depending on the values at stake (including how 
much money is in the two boxes).36 
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Psychological Doubts, Again 

Just as psychologists have questioned expected utility theory (Section 
1.5), so too have they questioned the accuracy of game theory, and 
especially predictions based on the rationality of defecting in the 
Prisoner's Dilenunas. For example, despite the backward induction 
argument, people do cooperate in a finite series of Prisoner's Dilem
mas (though not all the way to the last game: subjects typically start 
defecting when they perceive that they are getting near to the end of 
the series).37 More generally studies of people's behavior in games 
such as the Prisoner's Dilemma show that they cooperate much more 
than we would expect,38 though some insist that this is often because 
people do not understand the game, and so they cooperate less the 
more they play.39 

Consider a well-known experiment that tested people's behavior 
in a Prisoner's Dilemma-like game.40 In this game there is a group of
7 subjects, and each gets $6. Each is given the choice of giving away 
the $6 to the group. When a subject elects to give away her $6, the 
experimenter will contribute $12, and this $12 will be divided equally 
among the other 6 members (each gets $2). So if you are the only one 
to contribute $6, you lose $6 and get nothing back. If everyone elects 
to pay in the $6, everyone will go away with $12 (each will get $2 
when each of the other six people contribute their $6). But if all the 
others contribute and you do not, you get all $12 for their contribu
tion, plus your $6. We seem to have the cnix of a Prisoner's 
Dilemma. No matter what the others do, you will do best by not 
contributing (keeping your $6). If they all contribute, you do best by 
not contributing. If not enough others contribute (unless at least three 
others contribute you will lose out by contributing), you will do best 
by not contributing. (It takes four others to contribute for you to do 
better by contributing that by defecting.) It might help to think of this 
as a game with three outcomes as in Figure 4-20; in any event the 
dominant strategy appears to be to keep your $6 dollars. 

In this experiment, however, 30% of the players contributed to 
the conunon pot (adopted the cooperative strategy). When asked 
why they cooperated these players cited "Doing the right thing"-a 
moral concern. In another run of the experiment, the experimenters 
allowed the players five minutes of discussion before the game. 
Cooperation jumped to 75% 1 Now when the cooperators were asked 
why they cooperated they tended not to talk about doing the right 
thing, but caring about the good of the group. The five minutes of 
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F I G U R E 4-20 A Prisoner's Dilemma-like Contribution Game 

discussion seemed to create a group sympathy that led them to 
contribute their $6. 

Interesting as they are, the problem in interpreting such studies is 
that they typically suppose that the subjects are in a Prisoner's 
Dilemma because there is an ordering of monetary prizes that con
fom1S to the Prisoner's Dilemma ordering. Think back co Figure 4-6, 
which depicted a "Prisoner's Dilemma" in tem1s of jail time; we also 
might give one in terms of dollar prizes. As I stressed at the outset, 
simply because the ordering of jail time is consistent with a Prisoner's 
Dilemma, we do not really get a Prisoner's Dilemma until we know 
the utility functions of the players.41 If the players' utility functions do 
not generate the Prisoner's Dilemma orderings as in Figures 4-7 and 
4-8, then the game simply is not a Prisoner's Dilemma. So if those
taking part in experiments care about other things besides the mon
etary payoffs----such as the moral thing to do or the good of the
group-then they are not really in a Prisoner's Dilemma at all. Thus,
as I have argued, it is mistaken for Nozick to claim that people might
cooperate in a Prisoner's Dilemma because they attribute symbolic
importance to not taking advantage of others, or to being fair. If these
concerns affect the ordering of options such that cooperation is
preferred to defection, then we simply are no longer playing a Prison-
er's Dilemma.

I have been at some pains to show that even utility that derives 
from the process of choosing ("I am not the sort of person who rats 
on others!") is part of the consequence domain (Section 2.3), and so is 
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part of a person's utility function. People who care about being fair 
do not cooperate in Prisoner's Dilemmas-they avoid them, and tend 
to play a type of Assurance Game instead. Why, then, do so many 
distinguished philosophers insist that, somehow, we (really) could be 
in a Prisoner's Dilemma and yet end up rationally cooperating? Surely 
one reason-it is certainly Nozick's-is the conviction that utility 
theory only captures instrumental reason. If utility theory is simply a 
fom1alization of instrumental reason, and if instrumental reason is 
only about choosing actions as paths to good results, then if there is 
some reason to choose an action in addition to its power to bring 
about good results, such noninscrumental reasons cannot be included 
in the utility functions of the players. So even if their utility functions 
lead to a Prisoner's Dilemma, they still might cooperate for these other

reasons that lie outside of their utility functions. It should now be clear 
why I was especially insistent on the distinction between instrumental 
reason and utility theo1y in Chapters 1 and 2. Utility theory is simply 
a way to formalize a certain conception of coherent choice based on 
what matters to you; it does not prejudge the question whether the 
only thing that should matter to you are the results that your action 
produces. The action itself may matter, as I have tried to show in this 
section. In the next section we will see that it is impossible to make 
sense of some classic games unless the route by which the action 
yields an outcome can affect the overall utility. 

4.3 CHICKEN AND OTHER GAMES 

Chicken 

Recall our public goods story (Section 3.2) about Alf's goat and 
Betty's garden and dog. His goat wanders into her vegetables while 
her dog wanders on to Alf's property, scaring his goat so that it does 
not give milk. We saw that in this case the public good of a fence 
would be provided, since each would prefer to pay for the entire 
good rather than do without. We now can analyze the situation in 
terms of a game, as in Figure 4-21 (as always, 4 = best, 1 = worst). 

This game has the same strategic representation as the game of 
Chicken. It is named after a game that teenagers played in the movie 
Rebel without a Cause: two teenage boys (or, as the philosopher 
Bertrand Russell is said to have described them, "youthful degener
ates") drive coward each other with the pedal to the metal, and the 
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F I G U R E 4-23 The Cuban Missile Crisis as a Game of Chicken 

Charlie does best by also continuing to do what he is doing (and vice 
versa). 

Chicken is often used as a way to model the Cuban Missile Crisis. 
In October 1962 the United States discovered that the Soviet Union 
was in the process of placing nuclear missiles in Cuba. This meant that 
Soviet missiles could reach American cities in a matter of a few 
minutes, giving the United States no time to launch a retaliatory 
strike; because of this, President Kennedy and his advisors determined 
the missiles destabilized nuclear deterrence and so it was absolutely 
imperative that they be removed. Admittedly some in the Kennedy 
adm.inistration thought that it was best for the U.S. to accede to the 
new status quo-let the missiles stay. But that was a small minority: 
for the most part Kennedy's team of advisors seriously considered 
only two options: an air strike against the missiles (perhaps followed 
by an invasion), which would kill Soviet technicians as well as 
Cubans, and a blockade of Cuba that would stop any further ship
ments of missiles to Cuba. This blockade would not itself force the 
Soviet Union to withdraw the missiles it had already installed; some 
further measures to apply pressure to remove existing missiles might 
be necessary. The Soviets had the options of withdrawing the missiles 
or remaining in Cuba. It was thought that, if the U.S. launched an air 
strike and the Soviet Union refused to withdraw, there was a very real 
chance of nuclear war. 

Figure 4-23 presents an analysis that explains the outcome in 
terms of Chicken. 

The standard representation is that the Soviet Union "chick
ened," that the U.S. got its first option (took public action and 
demanded that the Soviets withdraw their missiles), and that the 
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F I G U R E 4-24 A Game of Chicken Where No One Chickened? 

Soviets got their third (public humiliation of backdown)-che out
come identified by the star (*). But the modeling depends on the set 
of options we identify and how we chink policy makers ranked chem: 
some have disputed that this was a game of Chicken.42 Consider the
representation in Figure 4-24. 

Here the worst outcome is air strike/maintain because chat may 
lead to nuclear war (don't veer/don't veer). Each side would prefer 
chat the ocher backs down; again the equilibrium solutions are II and 
III. But note chat the actual outcome was I: the U.S. blockaded (took
the moderate action) and the Soviet Union withdrew (the moderate
action). But if these were the orderings, then although we have a
game of Chicken, the actual outcome was not an equilibrium solu
tion. Perhaps the U.S. and the Soviet Union were, after all, not
playing a game of Chicken. Steven Brams argues that rather than
Chicken we had another game, as in Figure 4-25.43 

The difference in payoffs (from Figure 4-23) art! underlined. 
First, Brams argues that it would 1101 have been best for the U.S. to 
take the aggressive action (air strikes) when the Soviet Union backed 
down ("they veered"), since the U.S. would be widely condemned 
for its overreaction and reckless action. On the other hand, Brams 
argues, the danger of nuclear war was not as highly estimated as in the 
Chicken representation; if the U.S. had attacked an obstinate Soviet 
Union, the world would have generally supported its action and the 
Soviet Union likely would have capitulated. Notice that in the 
ordinal form the game does not have an equilibrium solution. 
Although Nash showed that all finite variable-sum games have at 
least one Nash equilibrium, chis may require a mixed strategy, and 
for that we need cardinal utilities. 
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FI G U RE 4-25 Bram's Modeling of the Cuban Missile Crisis 

The example of the Cuban Missile Crisis shows three limits of 
attempts to apply game theory to actual interactions. First, whether a 
game models an actual strategic interaction is highly sensitive to just 
how we describe the options and compare them in the eyes of the 
decision makers. Do we consider just "back down" or "don't," or do 
we consider different ways of responding such as an "air strike" or 
"blockade"? And what really are the orderings? Second, we see that if 
we only have ordinal utilities some games do not have solutions.44 

Third, in the actual world, games are played under imperfect infor
mation in which players are in doubt about both the rationality and 
the utility functions of their opponents. Under these conditions it is 
not surprising that in one-play games the outcome may not be a Nash 
equilibrium. 

Let us leave the real world behind and return to Figures 4-21 and 
4-22. I presented these as the same game-Chicken. But given our
analysis of Section 4.2, we can distinguish them. In the classic game of
Chicken (in Figure 4-22), the payoffs depend on the structure of the
decision tree: Alf can only get his payoff if Charlie "chickens" and
turns the wheel. He must have that choice node available to him: if
he does not-if his decision tree does not include a tum/don't turn
choice-he cannot get the utility from not turning. To better see this,
suppose that Alf discovered that Charlie borrowed his mother's
Swedish car which has a safety auto-swerve device such that, when
another car was approaching, at a· distance of30 feet the car automati
cally turned away. Although in some sense (see Section 2.4) the
consequences would be "the same" as if one player chickened (we
get to a "swerve, didn't swerve" terminal node), the payoffs would
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change, since the swerving was not the result of the other player 
making a chicken choice at one of the nodes. 

To approach the matter from another direction, suppose we have 
a modified form of Chicken "don't swerve twice": two cars head toward

Alf, one after another, and he must not swerve for either. Clearly 
Alf's decision tree is not separable (Section 4.2)-he cannot scan the 
game at node 2 (the second car), since the payoffs depend on going 
through both nodes, just as in Figure 4-16, Alf's Reward. This shows 
us that the game's payoffs include the utility of traveling through the 
decision tree. Contrast this to the public goods case of "Chicken" in 
Figure 4-21. Here the decision trees for the players are simply causal 
routes for constructing a fence. In the public goods case Alf and Detty 
receive no utihty from the other being a "chicken"-they get all their 
utility from the fence, and none of it from the knowledge that the 
other "chickened out." Thus, just as in Section 4.2 where we iden
tified two forms of the Assurance Game-that in which the utilities 
partly derive from the structure of the tree and that in which they do 
not-we can distinguish two forms of Chicken. This is enlightening. 
If one accepts the modeling of the Cuban Missile Crisis as a game of 
Chicken, one might object that Kennedy and Khrushchev were 
playing "macho games with the future of the world," as if they 
received utility from the knowledge that the other backed down. 
This may have been the case, but it does not follow from the 
"Chicken payoffs," which are consistent with all the utility being 
derived from the outcomes (as in Figure 4-21). 

The Stag Hunt 

Jean-Jacques Rousseau presents a depiction of man's natural condi
tion in which simple people's "love of [their own] well-being" leads 
them to cooperate with each other, but not always in the most far
sighted ways. Such men would acquire: 

some gross ideas of mutual undertakings, and of the advan
tages of fulfilling them: that is, just so far as their present and 
apparent interest was concerned: for they were perfect 
strangers to foresight, and were so far from troubling them
selves about the distant future, that they hardly thought of 
the morrow. If a deer was to be taken, every one saw that, in 
order to succeed, he must abide faithfully by his post: but if a 
hare happened to come within the reach of any one of them, 
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FIGURE 4-26 The Stag Hunt 

it is not to be doubted that he pursued it without scruple, 
and, having seized his prey, cared very little, if by so doing he 
caused his companions to miss theirs.45 

Rousseau's story can be fom1alized into a game called The Stag Hunt 
as in Figure 4-26 (3 = best, 1 = worst). Best for both is if they hunt a 
stag together and have lots of meat. But one person cannot catch a 
stag: both must cooperate. One, however, can hunt a hare alone. 

If the other hunts stag, you should hunt stag, but if the other 
hunts hare, you should hunt hare (both are Nash equilibria). Though 
not as interestingly paradoxical as the Prisoner's Dilemma, The Stag 
Hunt may serve as a better model for understanding social life. Rather 
than the main issue being "should we try to do each other in or live 
in peace?" perhaps the really important question is whether we go it 
alone and get something (hunt hare), or cooperate (hunt stag) and get 
(much) more?46 

The Stag Hunt has no dominant strategy: Alf and Betty cannot be 
sure they will end up sharing a stag. When I have taught The Stag 
Hunt students have questioned this. If Alf and Betty have common 
knowledge of the payoffs, and of their own rationality, shouldn't 
Betty assume that Alf will hunt stag (and Alf assume that Betty will 
too)? After all, as rational agents they see that there is an equilibrium 
(Hunt Stag/Hunt Stag) that is strongly Pareto-superior to the other 
(Hunt Hare/Hunt Hare): why would either think the rational other 
would select the Pareto-inferior option? As Rousseau suggests in the 
passage quoted earlier, it would seem that only some sort of short
sightedness (imperfect rationality)· could lead to hunting hare. 

To understand why this worry is insightful, yet still not quite 
right, we need to grasp the distinction between rationalizable strategies 
and common co,yectures. As my students rightly recognized, rational 
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players can sometimes use their common knowledge to eliminate 
those strategies that are not "rationalizable." I can know that my 
rational opponent will not choose some strategics. We have already 
considered an example of this in our analysis of General Kenny's 
"game" with the Japanese (Figure 4-3). Recall that, according to 
some game theorim, General Kenny can eliminate the possibility that 
the Japanese fleet would take the southern route because it was 
weakly dominated by the northern route. A player can suppose that 
his rational opponent will not choose such a dominated strategy; by 
successively eliminating dominated strategies, a complicated game 
may ultimately have a simple solution in pure strategies. However, 
in The Stag Hunt both hunting stag and hunting hare are ration
alizable. The problem is that, after all, Alf cannot be entirely con
fident that Betty will hunt stag. Why? Because 1t is rational for Betty 
to hunt stag only if she thinks Alf will do so. So for Betty to certainly 
hunt stag she would have to be sure that Alf will hunt stag coo. Does, 
then, Betty k110111 that Alf will hunt stag? No, because Alf will hunt 
stag only if he thinks Betty will hunt stag: he needs co know that she 
will hunt stag. So she will hunt stag if she knows he will, and he will if 
he knows she will. We can see that the rationality of hunting stag is 
conttngent on the other person huntmg stag, but whether each will 
hunt stag 1s contingent on whether they think the other will, which is 
contingent on each thinking that the other will, and on and on. 

What Alf and Betty require is a co111111011 co11jec111re about how the 
game is co be played that allows them to hit on the "hunt stag" 
equilibrium: they need to play in a way that both play the desirable 
equilibrium. Here communication would help. If Alf and Betty tell 
each other that they intend to hunt stag, then they should both hunt 
stag: neither would have any incentive to say one thing and do the 
ocher; neither could gain by "tricking" the ocher into hunting stag. If 
Alf does decide to hunt hare, it doesn't matter co him what Betty 
does, so why deceive her? That hunting stag strongly Pareto
dominates hunting hare is an excellent reason to settle on stag. 47 

Yet, sometimes it may be difficult to settle even on a Pareto-dominant 
equilibrium. Common conjecture Y1a communicatton works less well 
in a very similar game chat we have already considered, the Assurance 
Game (see Figure 4-27). 

Sometimes this game is also called Stag Hunt (I have put the 
relevant hare/stag options in parentheses), but we can see that the 
payoffs differ from those in Figure 4-26. Unlike the true Stag 
Hunt of Figure 4-26, in Figure 4-27 although the be�t option 1� 
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F I G U R E 4-27 The Assurance Game Version of the Stag Hunt 

for both to hunt stag, Betty's second-best option is to hunt hare 
when Alf hunts stag. Now the game has room for deception. 
Suppose that Alf and Betty are in the hunt hare/hunt hare equi
librium and Betty tells Nf that she intends to switch to hunt stag. 
Regardless of what she intends to do, it makes sense for her to 
convince Alf to play "hunt stag."48 Her verbal evidence makes 
sense of both a decision to change her move and a decision not 
to. So Alf has a harder time taking her at her word: communica
tion may help a lot less in establishing common conjectures about 
how the game is to be played. 

Coordination Games 

Having started this chapter with games in which interests are dia
metrically opposed, let us now consider games where the player's 
preferences largely converge as in Figure 4-28. 

This is Luce and Raffia's (admittedly sexist) "Battle of the Sexes" 
problem. 49 Betty and Alf wish to go out together: he wants to go to 
the fights with her(!); she wants to go the ballet with him (IV). Either 
coordination point (I or IV) is preferred by both of them to options in 
which they fail to coordinate. Both are Nash equilibria. (Following 
David Lewis, we might employ a special idea of a coordination equili
brium as "a combination in which no one would have been better off 
had an)' one agent alone acted otherwise, either himself or someone 
else."5") There is certainly roon\. for conflict and strategy here: Alf
may simply leave a message on Betty's cell phone that he will meet 
her at the fights and then turn his phone off; Betty may tell Alf that 
she has become a pacifist and cannot witness blood sports. But they 
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F I G U R E 4-28 An Impure Coordination Game 

do not wish the conflict to get out of hand so long as they prefer both 
coordinated to both uncoordinated outcomes. 

Jeremy Waldron beheves that The Battles of the Sexes game is 
the key to understanding politics: "the felt need among members of a 
certain group for a common framework or decision or course of 
action on some matter, even in the face of disagreement about what 
the framework, decision or action should be, are the circumstances of 
politics. "51

We want to act together in regard to some matter M, but 
one of us thinks it is important to follow policy X while 
others think it is important to follow policy Y, and none of 
us has reason to think any of the others a better judge of the 
merits of M than himself ... 

In these circumstances, the following will not be a way of 
settling on a common policy: each does whatever he thinks is 
important to do about M. We must find a way of choosing a 
single policy in which [we) ... can participate despite our 
d. h . s21sagreements on t e ments. 

As Waldron understands politics, we will debate and discuss the 
merits and demerits of each of the possible coordination points 
(policies); since it is an impure coordination game, I prefer a different 
coordination point (policy) than do you, so we have something to 
argue about. However, we each prefer any coordination point to lack 
of coordination. In essence, then, Waldron argues that we need to 
coordinate on some single policy, even if it is not the one that both of 
us see as best. Politics is essentially an impure coordination game: we 
desire to coordinate but disagree about which coordination point 
is best. 
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It seems, though, unlikely in the extreme that every piece of 
legislation is an impure coordination problem: if anyone prefers even 
one uncoordinated outcome to even one way of acting together we 
no longer have an impure coordination problem: somebody can be 
made better off by a unilateral defection from some ways of acting 
together. If, say, Alf is a Millian liberal who thinks that there should 
be no laws concerning self-regarding acts, then what legislation we 
should have concerning pornography cannot be a coordination prob
lem. Alf may benefit by unilateral defection from any policy on this 
matter. More plausible is to see, not each policy or act of legislation, 
but government itself, as an impure coordination problem. We all 
agree that we need some government, but we disagree about which 
one is best, and we cannot all go on our way. This, though, can only 
hold over some set of types of government. Although Hobbes may 
have thought that any government is better than no government, few 
agree. Oppressive governments that invade people's life, liberty, and 
property may well be worse than no government at all. So we first 
need to find the set of governments that everyone sees as superior to 
"going it alone": only in relation to selecting among them can we see 
political theory as based on an impure coordination game. 

4.4 REPEATED AND EVOLUTIONARY 

GAMES 

Repeated Games 

If we do not confront a definite series of Prisoner's Dilemmas, we 
cannot utilize backward induction to solve the game because we cannot 
be sure about which is that "last game." While there is no single solution 
to an infinite (or indefinite) series of Prisoner's Dilemmas, repeated 
Prisoner's Dilemmas still have equilibrium-indeed infinitely many
"solutions." Two tit-for-tatters (Section 4.2) are in a Nash equilibrium 
when cooperating in such a series. Remember, tit-for-tat cooperates on 
the first game in a series of Prisoner's Dilemmas, and then will do to its 
opponent in the nth game whatever its opponent did to it in the n - 1 
game. So if one tit-for-tatter defects on the n - 1 game, the other tit
for-tatter responds by "punishing" the defector in the nth game. If one 
tit-for-tatter unilaterally defects from cooperation, the other tit-for
tatter will punish, and so lower the payoffs of the defector. Knowing 
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this, neither tit-for-tatter can gain by unilateral defection, so they are in a 
Nash equilibrium. But it is not just two tit-for-tatters that are in 
equilibrium. Consider "the Grim strategy." Grim cooperates on the 
first move, but if its opponent defects, Grim will punish for every move 
after chat-forever. Two Grim players are also in equilibrium: neither 
would benefit from defection. The important thing here is that punishing 

strategies can achieve equilibrium: if! can punish you for defecting from 
a cooperative interaction, repeated Prisoner's Dilemmas allow what are 
essentially "self-policing contracts" to cooperate. Since we are playing 
infinitely or indefinitely many games, I can afford to punish you to bring 
you around, and you will see that, and so will not unilaterally defect. 
Indeed, any cooperative outcome that gives each player more (or, more 
formally, at least as much) as the minimum he might receive if the ocher 
player acted in the most punishing way can be an equilibrium: if we are 
each above this minimum point, then one party still has room to inflict 
punishment on the other for a deviation from the "contract." Thus the 
minimax payoff (Section 4.1) is the baseline: it is the payoff a person 
could get if her opponent treated the game as a zero-sum game in which 
he was intent on making sure she got as little as possible. As long as the 
agreement (the coordinated payoffs) is above chat, room remains for 
punishment, so unilateral defection will not pay, and so there will be a 
Nash equilibrium. This result is known as "the folk theorem."53 

We can build into repeated game theory the possibility of learning, 
so that the players' responses change as they learn from interacting 
with ocher players. In a fascinating recent paper Peter Vanderschraaf 
models a Hobbesian state of nature in which some players have 
cooperative (" Assurance Game" orderings) while other players have 
noncooperative ("Prisoner's Dilemma" orderings).54 Vanderschraaf 
shows that if players tend to anticipate each others' strategies and learn 
from experience (change their anticipations throughout the course of 
a game), even a population with a small number of noncooperators 
easily ends up at an equilibrium of a Hobbesian war of all against all. 

Evolutionary Games 

The reader might have noticed that I have described tit-for-tat in two 
very different ways. As I presented the folk theorem, it concerned 
two rational players who sou'ght to respond in the best way co the 
moves of the opponent. But in my description of Axelrod's tourna
ment I considered strategies playing each ocher: the strategies simply 
ran their routine automacical1y, and at the end of the day Axelrod 
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swerving when the other swerves: the Dove (or we might say 
chicken) runs away (0) and the Hawk wins (10). Let us denote the 
expected Hawk payoff against a Dove as E(H/d) = 10 (i.e., the 
expected payoff of Hawk playing against Dove is 10). When nvo 
Doves play each other each gets a payoff of 2 [E(D/d) = 2]. They 
have a small ritual fight, one flees and the other stays (assume that this 
is random, so 50% of the time each Dove gets the territory in a 
conflict with another Dove). In the game of Chicken, this is like 
{swerve/swerve}; both take the cautious option. 

As I have been emphasizing, the payoffs in Figure 4-29 represent 
the payoffs of"Chicken," being played by our Hawks and Doves. But 
again, it needs be stressed that row and column are no longer individ
ual players who can vary their strategies: when a Hawk meets another 
Hawk it will still play Hawk. In the game of Chicken this would not 
happen: if Alf knows that Betty will not swerve, he certainly will 
swerve. And in the Hawk/Dove game, if nvo Doves meet they will 
both "swerve," but this will not happen in Chicken; if Betty knows 
that Alf is a "chicken" she will not also "chicken." Because the Hawks 
and Doves do not adjust their moves to the anticipated moves of the 
other players, we cannot say that cells II and III are in equilibrium in 
the Hawk/Dove game (though they are in Chicken). 

So if the Hawks and Doves do not vary their strategy, what 
constitutes "playing" or "winning" the game? In evolutionary game 
theory your strategy "wins" if, compared to the opponents, those 
following your strategy have greater reproductive fitness: (roughly) 
they reproduce at a greater rate such that, over many generations, 
they tend to dominate the population. We can assume that repro
ductive fitness is correlated with how many points the strategy accu
mulates in each generation: the more points the strategy accumulates 
(we can think of this as the more food and other goods it gets), the 
more able it is to reproduce. So as the Hawks and Doves play each 
other again and again, the percentage of Hawks and Doves in the 
population from generation to generation will vary with how many 
points they gather in our Hawk/Dove game. 

Whether it pays to be a Hawk (or a Dove) depends on the compo
sition of the rest of the population. Suppose that we have a population of 
all Hawks: for every inter:u:tion the expected payoff is -5. Imagine we 
introduce a Dove: its average payoff will be 0; although the average 
payoff of the Hawks will go up a tiny bit (when a Hawk does find the 
Dove the Hawk gets 10), overall, the Dove will still do better than 
the average Hawk. Every time a Dove meets a Hawk, it gets 0, whereas 
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the Hawks are caught in serious fights with an expected payoff of -.5. So 
a mutant Dove will thrive in a population of all Hawks. If we invert the 
story and start with a homogeneous Dove population, it is even clearer 
how a mutant Hawk will thrive. The Dove population will have an 
average payoff of2, but the mutant hawk will get 10 in all its interactions. 

The solution to these games is when the population achieves a mix in 
which neither strategy can increase its share in the population at the 
expense of the other. This idea can be formalized in terms of an evolu

tionary stable strategy (ESS). Let us say that S is an evolutionary stable 
strategy if and only if, with respect to a mutant strategy S* that might arise: 

Either: 

(i) E(S/s) > E(S* Is)

Or: 

(ii) [E(S/s) = E(S*/s)] & [E(S/s*) > E(S*/s*)]

The idea is this. Suppose that we have an S population in which one or 
a few S* types are introduced. Because of the predominance of S types, 
both S and S* will play most of their games against S. According to the 
first rule, if S does better against S than S* does against S, S* will not 
get a foothold in the population. Suppose instead that S* does just as 
well against S as S does against itself. Then S* will begin to grow in the 
population, until there are enough S* so that both S and S* play against 
S* reasonably often. According to the second rule, once this happens, if 
S does better against S* than S* does against itself, S will again grow at 
a more rapid rate. To say, then, that S is an ESS is to say that an 
invading strategy will, over time, do less well than will S. 

In our Hawk-Dove case the evolutionary stable strategy is a 
"mixed strategy" (Section 4.1) where this does not mean that a player 
mixes his responses, but that the population contains a mix of strat
egies (of Hawks and Doves). If we call the entire population P, we 
can see that in this case the ESS will occur when E(H/p) = E(D/p) = 
E(P/p). That is, the expected payoff of Hawks playing the rest of the 
population is the same as the expected payoff of Doves playing the 
rest of the population which is the same as the expected (average) 
payoff of the population playing against itself. Hawks and Doves do as 
well against the mixed population-as the entire population on average 
does playing against itself. More intuitively, we can see that the 
Hawks and Doves are in equilibrium: if any imbalance is introduced 
(suddenly more Hawks are born), the population will return to the 
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evolutionary stable mix. In this example the ESS is a population of8/13 
Hawks and 5/13 Doves. The Hawks will get their -5 payoff8/13 of the 
time (when they play other Hawks), yielding -40/13; they will receive 
their 10 payoff5/13 of the time when they play Doves, for 50/13, for a 
total expected payoff of 10/13. The Doves will receive a O payoff8/13 
of the time when they play the Hawks, and 5/13 of the time they 
receive 2 (when they play each other), for a total payoff of 10/13. 

All this assumes a rather simple model, in which the strategies meet 
each other randomly and they choose what to do independently of 
what the other does. Our evolutionary mix of 8/13 Hawks and 5/13 
Doves in our initial Hawk/Dove game corresponds to a Nash equili
brium of mixed strategies in the game of Chicken with the payoffs of 
Figure 4-29. If Alf and Betty were playing a game of Chicken with 
these payoffs, the mixed strategy in equilibrium would be to swerve 5/ 
13 of the time and don't swerve 8/13 of the time. In this sort of mixed 
strategy, we can think of each player using a random device (yielding 
an 8/13 chance of don't swerving each time) to decide what she will 
do. Of course if we do chis, sometimes neither will swerve and we get 
the lowest payoff (and sometimes both will swerve). Robert Aumann 
has developed the idea of a correlated equilibrium-the players would do 
better to have a single chooser; for example, one person using a 
random device telling them both what to do (one swerves and the 
other doesn't). Suppose Alf and Betty are playing the game of Chicken 
in Figure 4-29, but they agree to let Charlie toss a coin: if is comes up 
heads Alf does not swerve, if it comes up tails, Betty does not swerve. 
Of course, if you know the other won't swerve, you know you'd 
better! Given this, the expected payoff of each player is 10 half the time 
(5) plus two half the time (1), for an average payoff of 6-a quite nice
average payoff for this game of Chicken!

Brian Skyrms and Peter Vanderschraff have applied Aumann's 
idea of a correlated equilibrium to evolutionary game theory. Sup
pose a mutant strategy arose such that its players coordinated their 
action according to a convention: instead of choosing their play 
independent of each other, they somehow agreed to a rule that says 
"You swerve (play Dove) if X happens, I swerve (play Dove) if Y
happens." For example, consider what has been called the "Bour
geois" strategy-a "first possession" strategy, which acts like a Hawk 
on its own territory but a Dove off its territory. As Skym1s has shown, 
this is an example of a correlated convention. 56 Two Bourgeois will 
not fight over a territory: the Bourgeois already in possession will act 
like a Hawk (getting a gain of 10), and the one who is off his territory 
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whether strategies can find the right players to play against. If 
"demand ½ players" have a better than random chance of meeting, 
it becomes far easier for them to take over the population, so that the 
entire population moves toward a ½ monomorphic equilibrium. 

Skynns has also employed evolutionary game theory to examine the 
conditions under which in The Stag Hunt (Section 4.3) the equilibrium 
will be on hunting stag rather than hunting hare: we find cooperative 
practices that make us all better off rather than each going her own way. 58 

What is interesting is that for large groups hunting hare can easily take over; 
indeed even in small groups in which players have a modest chance of 
being wrong in their conjectures about how their neighbors will play 
(Section 4.3), hare hunting can quickly take over. An interesting aspect 
ofSkynns's analysis is that he distinguishes two different types of dynamics: 
best response and imitate the best. Best response is the crux of game theory: 
we consider the moves of others, and respond to them in a way that 
maximizes our payoffs. But since evolutionary game theory is not really 
about rational choice, we can analyze a very different type of dynamic: look 
around one, see which of one's neighbors is doing well, and imitate her 
behavior. In evolutionary games of The Stag Hunt, best response and 
imitate the best dynamics can lead co very different outcomes. 

At this point, however, it is not clear whether further exploration of 
evolutionary game theory will enlighten us about our main concem
rationality. Evolutionary game theory might be understood as reviving 
Rationality as Effectiveness: our model of a "rational" agent is simply a 
being that engages in instrumentaJly effective behavior. We saw, though, 
that effective action can be divorced from rationality (Section 1.1 ), thus 
evolutionary gan1e theory can devote itself simply to the study of effective 
behavior, be it in bacteria, birds, or humans. In an in1portant sense, this 
vindicates our rejection ofRationality as Effectiveness: if we adopted it, our 
"theory of rationality" can apply to genes or bacteria, but that clearly must 
mean it is not a theory of rational action at all. As we suspected at the outset, 
even instrumental rationality must involve more than effective action. 

SUMMARY 

This chapter has surveyed some of the main types of games, and some 
foundational issues in game theory. The chapter has: 

• Explained zero-mm games, and how maximin is the eq11ilibri11111
soilltio11 for such games.
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NOTES 

1. And he knows she knows that he knows she is rational, and so on.

2. Notice that these games are most easily understood in terms of monetary
payoffs rather than utilities. If we suppose that people only have pref
erences in these games over the monetary payoffs, and that their pref
erences are linear with money, then utility and monetary payoffs come
to the same thing. As we will see in Section 4.2, paying sole attention to 
monetary payoffs, when they are not monotonic with utility, can lead to 
confusions.

3. I am drawing here on the nice discussion of such games by William
Poundstone in his interesting book, Prisoner's Dilemma, Chapter 3.

4. Morton D. Davis, Game Theory, p. 13.

5. Some more recent game theorists dissent, arguing that we are not
justified in eliminating weakly dominated strategies when they are i11 Nash
eq11ilibri11m. See Ken Binmore, Natural Justice, pp. 69-70.

6. I am following here Todd Sandler, Economic Co11cepts for the Social
Sciences, p. 43.

7. See Davis, Game Theory, pp. 44-45.

8. See John Rawls, A Tiieory of J11stice, p. 152. The similarities between
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5 

Social Choice Theory 

OVERVIEW 

I 
n this chapter we continue to explore problems of rationality and social
interaction. However, rather than being concerned with each agent's 

rational response to another as in game theory, we tum co whether a group 
ef rational individuals can arrive at a rational group or collective choice. Insofar as 
our concern is with policies and government action, we are concerned 
not only with interactions of rational individual actors, but also with the 
rationality of collective actors. 

l begin by examining two views of politics: one denies that economic
analysis can enlighten us about the political sphere, and the other maintains 
that the problem of aggregating rational individual preferences into a 
collective preference is the very heart of politics. If we do chink something 
like the latter, then axiomatic soda/ choice theory enlightens us about the 
conditions under which rational individual preferences can be aggregated 
into a rational collective preference. I begin in Section 5.2 ,vich a finding of 
axiomatic social theory that endorses the rationality of democracy, and 
then consider a series of related results that cast doubt on the rationality of 
collective choice and, apparently, democratic choice. 

5.1 THE MARKET AND THE FORUM 

Rationality, we have seen, can either lead us to efficient outcomes 
(Chapter 3) or get us stuck in Pareto-inferior outcomes such as the 
Prisoner's Dilemma (Chapter 4). And, in any event, although efficiency 
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political setting we come together with our individual preference 
orderings and seek to make a uniform collective choice. Just as we 
have been concerned with rational individual choice, and the axioms 
chat individual choice muse meet to be rational, we can develop 
axioms of rational collective choice. 

Jon Elster, a proponent of the preference transformacive view, 
thinks that chis preference respecting view 

embodies a confusion between the kind of behavior that is 
appropriate in the market place and that which is appropriate 
in the forum. The notion of consumer sovereignty (in the 
market) is acceptable because, and to the extent that, the con
sumer chooses between courses of action that differ only in the 
ways it affects him. In political choice situations, however, the 
citizen is asked to express his preference over states chat also 
differ in the way chat they affect other people .... [T)he cask of 
policies is not o_nly to eliminate inefficiency but also 
create justice .... 1 

We should clearly distinguish two lines of criticism of the preference 
respecting approach suggested by Elscer's remarks. First, Elscer insists 
that political choice is not simply about efficiency but about justice, 
and chat is why aggregating individual preferences into a social choice 
is inappropriate. But while this may be true if we suppose that 
political agents are simply Homo Economiws (see Chapter 6), we have 
seen that utility functions can include the entire range of normative 
considerations, including notions of justice. So the mere idea of 
starting out with individual preference orderinip co deternline a social
choice about what is just is not "incongruous." The second cLiricism, 
though, has considerably more bite: once we are concerned with 
collective choice, we can't simply rest content with the idea chat a 
person's preferences are his own business. Recall Prude and Lasciv
ious (Section 3.2). Each has a preference about what books the other 
is to read: should our collective political choice take these external 
preferences into account? 

In response to these worries preference transformative views see 
politics as a way of coming together in the public forum, arguing, and 
changing each other's minds. It is not enough co simply assert "this is 
my preference"-preferences that were not formed by a properly 
reflective process, or some sorts of external preferences, or preferences 
that could not be publicly revealed (say, racist preferences), should be 
transfonned (or elinlinaced) in reasoned political discussion. In one 
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TABLE 5-1 Condorcet Paradox 

Preferences 

Alf 

X 

y 

z 

Betty 

y 

z 

X 

Charlie 

z 

X 

y 

option to every other; it is always preferred by a majority when 
compared against each other alternative, one at a time. 

Condorcet voting gives rise to the Condorcet Paradox, as in the 
preferences in Table 5-1. If we take a series of pairwise votes, we get: 
xPy, yPz and zPx-an intransitive result. Thus out of a set of 
individual preferences that meets all axioms of a rational ordering, 
we generate an intransitive social "ordering." 

Arrow's Conditions 

Arrow's theorem can be understood as a generalization of the 
Condorcet Paradox. As with May's theorem, we first postulate a set 
of conditions that we would want our social welfare function (SWF) 
to meet. 

Universal Domain (U). The SWF must yield a social ordering 
for a set of options for all logically possible individual order
ings of the options. 

Pareto Principle (Pr). For any pair of options (x,y), if for all 
individuals x >- y, then xPy. [Read: if every individual pre
fers x to y, then the social preference is x over y.] 

Painvise Independence of irrelevant Altematives (I). The 
basic idea here is that the social choice between x and y 
should not depend on the presence or absence of a third 
(irrelevant for this pairwise choice) alternative, z. One 
way to formalize this idea is to suppose that we have a 
SWF, and we apply it to two different sets of individual 
preferences orderings {p1 ... p,,}, {p' 1 ... p',,}. Suppose that x 
and y are in both sets, and every individual orders x and y the 
same in both sets. That is, whatever individual i's preference 
is between x and y in the first profile, he has the same 
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decisive for x over y does not email that S is semi-decisive 
for y over x. Second, we can see that semi-decisiveness is 
rather odd: S determines the social preferences only when 
everyone in it prefers x to y a11d everyone not in S has the 
opposite preference, y over x. 

Def 2: Decisiveness. A set of individuals Sis decisive for x 

over y if xPy when for every individual in S, x >- y. So ifS is 
decisive, when it agrees that x >- y, then xPy regardless of 
what those outside of S prefer. Decisiveness is a stronger 
condition than semi-decisiveness, so if S is decisive for x over 
y, S is semi-decisive for x over y. 

We first can show that if there is some individual Alf, who is semi
decisive between any pair (x,y), then Alf must be a dictator. Starting 
with Alfs semi-decisiveness over just one pair, he becomes decisive 
over every pair-a dictator. 

So our suppositio1_1 is that Alf is semi-decisive for x over y. 
Let z be any other alternative. Suppose that Alfs preference 
ordering is (x >- )') & (y >- z), and for everyone else in society 
(call these The Others): (y >- x) & (y >- z). Remember, given the 
unlimited domain condition, we can specify any preferences we 
like. Note that the preference relation between x and z is only 
specified (via transitivity) for Alf. We have, then, for Alf x >- y, 

and for The Others y >- x; Alf's semi-decisive power over the 
(x,y) pair implies that xPy. The Pareto principle now can be 
invoked to determine the social preference between y and z;

since for Alf y >- z, and for The Others y >- z, then by the 
Pareto principle yPz. We also know that a SWF must yield a 
transitive social preference, thus given (xPy) & (yPz), it must 
follow that xPz. Again, we know that xPz even though we have 
not supposed anything about any nondecisive individual's pref
erence between x and z. We have only assumed that for The 
Others, y >- z and y >- x. Here the independence condition comes 
in: by pairwise independence of irrelevant alternatives we know 
that the preferences of The Others over y and z, and over y and x, 
cannot affect their preferences over x and z. So nothing in the 
assumptions we have made about the preferences of The Others 
has any implications for their p�eferences of x and z; it is only Alf for 
whom we have specified x >- z. Hence for Alf x >- z implies that 
xPz regardless of how The Others order x and z. Alfs semi-decisive 
power for x over y has led to his decisive power for x over z. So 
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TABLE 5-2 The Steps of the First Part of Arrow's Theorem 

If Alf Is 
Semi- Alf Is Then 
Decisive Alf's The Others' Social Decisive 
Over Preferences Preferences Preferences Over 

1. (x,y); (x >- y) & (y >- X) & (xPy) & (x,z) 
assumption (y >- z) (y >- z) (yPz), so 

(xPz) 

2. (x,y); (z >- x) & (z >- x) & (zPx) & (z,y) 
assumption (x >- y) (y >- x) (xPy), so 

(zPy) 

3. (x,z); (y >- x) & (y >- x) & (yPx) & (y,z) 
from (1)' (x >- z) (z >- x) (xPz), so 

(yPz) 

4. (y,z); (y >- z) & (z >- y) & (yPz) & (y,x) 
from (3)' (z >- x) (z >- x) (zPx), so 

(yPx) 

5. (y,x); (z >- y) & (z>-y)& (zPy) & (z,x) 
from (4)' (y >- x) (x >- y) (yPx), so 

(zPx) 

6. (x,z); (x >- z) & (z >- X) & (xPz) & (x,y) 
from (1f (z >- y) (z >- y) (zPy), so 

(xPy) 

""Decisiveness over an ordered pair implies semi-decisiveness over that pair, 

decisive over them. Suppose that one of them was y, but the other 
was different, so we have a triple (x,y,w). But we have already 
shown that if Alf is semi-decisive for x over y, he is decisive for all 
pairs in the triple containing x and y, so again Alf is decisive over 
all. Lastly, suppose that v and iv are different from x and y. Take 
just v; we have the triple (x,y,v). We have already shown that Alf 
is decisive over every pair in a triple containing x and y, so Alf 
will be decisive for x over v. Now add to the (x, v) set w, giving us 
the triple (x,v,w). Now we have already shown that if Alf is semi
decisive over two options in a triple, he is decisive over all the options; 
since we have said that he is decisive for x and v (and so he must be semi
decisive between them too), he must be decisive for all ordered pairs of 
(x,v,w). But now we have shown that Alfs semi-decisiveness over two 
options leads to an "epidemic": 11 ifhe is semi-decisive over one pair he is 
decisive over all pam. That makes him a dictator. 
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pair. But, by the first part of the proof, that shows him to be decisive 
over all options, so he is a dictator. But we have assumed nondictator
ship: hence we have contradicted our original assumptions. All the 
conditions cannot be met. 

Arrow's proof is sometimes said to reveal a conflict between 
"representation" and "coherence." We can obtain coherent social 
preferences if we are willing to abandon the requirement that the 
social preference reflects the preferences of the body of citizens (we 
can accept a dictator or abandon the Pareto principle); or we can 
ensure that the social preference reflects the preferences of the citi
zens, but then, as the Condorect Paradox shows, we can end up with 
an incoherent social preference. One can easily see why Arrow's 
theorem is seen as challenge to the rationality of democracy. If the 
aim of democracy is to generate a social decision that (1) represents 
the preferences of the citizens no matter what their preferences, and 
yet (2) is coherent, it seems that democracy aims at the impossible. 
Not all the conditions ·can be met; the set is contradictory. 

How Much of a Challenge Is Arrow's Theorem 

to Democracy? 

There is a good deal of debate about how much of a threat Arrow's 
theorem is to democracy. Interestingly, some insist that it is absolutely 
central, and must cause us to question whether democracy can be said 
to be a way to generate a reasonable social choice, while others 
dismiss the theorem as interesting, but not crucial. There are four 
important ways to challenge it. 

First, we might dispute whether Arrow's conditions are really 
intuitively compelling: to the extent that we do not mind dropping 
one of the conditions, the proof should not cause worries. The 
pairwise independence condition has been subject to considerable 
debate, and many are happy to drop it. However, violating any of 
Arrow's conditions entails significant costs, often more than his critics 
appreciate. SWFs that violate the independence condition, for exam
ple, tend to be subject to manipulation (see Section 5.5). 

Second, it is sometimes argued that Arrow's theorem is concerned 
with mere "preferences" but democratic decision making is about 
rational judgments about what is in the conunon good; so, it is said, 
Arrow's problem of how to aggregate individual preferences into a 
social preference is irrelevant to democratic decision making. This 
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chalJenge is, I think, misguided, for at lease C\vo reasons. (a) As I have 
stressed throughout, a "preference" is simply a ranking of one option 
over another--it does not necessarily involve a liking, any sort of 
selfishness, etc. If democratic politics is about asking people co choose 
among candidates or policies (for whatever reasons), the idea of a 
preference is entirely appropriate. (b) Second, Christian List and 
Philip Pettit have presented an Arrow-like impossibility theorem that 
concerns the aggregation of judgments based on several reasons. So 
even if we understand democratic politics as a "forum" in which 
people debate (and vote on) the reasons for their political judgments 
rather than simply reporting their conclusions (rankings), a result very 

much like Arrow's obtains. 13 

11,ird, some insist that in democratic politics we do not aim at a 
social ordering, but only a social choice (we see democracy as a CCR, 
not a SWF), and thus, again, we need not worry about the theorem. 
I consider that reply in the next section. 

Fourth, it can be ar-gued that Arrow relies on the Condorcet Paradox 
preference orderings in finding the dictator, but if this pattem of order
ings does not, as a matter of fact, often arise, then we won't actually 
confront the inconsistency at the hean of the proof Again, it is important 
to realize that unrestricted domain does a lot of work in the theorem. 

There is a nice answer to when we can expect Condorcet Para
dox sorts of orderings to arise. Let us call a di111e11sio11 an option space 
along which each person has some ideal point, and in each direction, 
the further you get from the person's ideal point, the less preferred is 
the option. Right to Left in politics; Dove to Hawk on war issues; 
pro to con on civil rights-all these are examples of an option 
dimension. Consider a voter, Alf. Say he sees the options (x, y, .::-) 
as arranged along the Left/Right dimension in politics. Alf is a 
middle-of-the-road independent, so he prefers y as the best; x and z

are worse than y. But lee us say he thinks that z is better than x. Betty 
too sees the optiom in terms of a Left/Right dimension, but being a 
Leftist, she ranks x as the best, Alf 's middle-of-the-road y as the 
second best, and z as the worst. Charlie also sees the options along 

this dimension, but as a conservative he orders them z >- y >- x. We 

thus get Figure 5-1, where majority voting yields y > z > x.
In this case, although Alf, Betty, and Charlie disagree on the best 

option, because they order their options along the same dimension, 
all their preference curves are single-peaked. If all the preferences are 
single-peaked, Condorcet Paradox preference orderings cannot arise. 
Assume, though, that Betty no longer sees the options in terms of 
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F I G U R E 5-1 Single-Peaked Preferences 

F I G U R E 5-2 A Double-Peaked Preference: Condorcet Paradox 

Preferences 

Left/Right, but in terms of free-market/anti-market. And suppose 
that she sees x, the option of the Left as most anti-market, but her 
second choice is z, the option of the right, since the conservatives too 
have doubts about "liberal economics." She thus changes her order
ing and we get Figure 5-2, where  y>x, x>z and z>y. 

Betty no longer orders her preferences along the x-y-z dimen
sion; we can see that her preference curve is double-peaked: chis is not 
the relevant dimension along which she orders her options. Even 
though y is closer co her idea) point than is z, she prefers z to y. And 
now we have a Condorcet Paradox ordering. TI111s 111he11 voters do 1101 
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agree 011 the rclevam di111e11sio11 <!.f tl,c optio11 space, Co11dorcet Paradox 
orderi11gs ca11 arise. How often do cycles actually arise? There is spirited 
debate about this in the literature on democracy: some think that 
uncomrived cycles are rare, while other.; think them more com
mon.•� As we will see, however, the main importance of Condorcet 
Paradox type cycles may be the way they lend themselves to various 
sores of contrived manipulation. 

5.4 COLLECTIVE CHOICE RULES 

It is hard to have faith in any SWF in the light of Arrow's theorem. 
To be sure, as I have stressed, SWFs can, under some profile of 
preferences, satisfy the Pareto principle, nondictatorship, and the 
independence of irrelevant alternatives. But when the preference 
profiles of the citizens display considerable multidimensionality, 
Arrow-type problems come to the fore. Moreover, as we shall see, 
minorities can generate voting cycles by misrepresenting their true 
preferences, thus magnifying the problems to which Arrow points. 

At this point, though, srudents of democracy may insist that social 
welfare functions are not really of much interest. After all, we do not want 
a social ordering,just a social choice: for any set of options, we only want to 
pick out the best. Our interest should be in collective choice mies, not 
sooal welfare fimctions.15 At first blush this looks inviting: some CCRs
meet all of Arrow's conditions, so the proof does not preclude alJ CCRs. 
The difference between a SWF and a CCR is, of course, the transitivity 
requirement: Arrow requires strict transitivity of the social ordering of all 
options. What does a CCR require? Let us follow Sen in requiring of any 
collective choice rule that, for any set of options (iv,x,y,z), the CCR can 
select one option as best. Now Sen shows that so understood, such a 
CCR requires social preferences that are reflexive, complete (Section 
2.2), and acyclical over the entire set of prefcrences. 16 Preferences are 
acyclical if (111Px, xPy, yPz) then 111�111 must be, socially, at least as 
good as z. We can easily see how cyclical preferences mean that there may 
be no best choice from some sets. Consider the Condorcet Paradox 
preferences in Table 5-1, and consider what is the best choice from the 
set (x,y,z). There is, of course, no best choice from the entire set: we get 
xPy, yPz, zPx, so we cannot choose. So if we are going to guarantee that 
a choice can always be made we must ensure that we do not have cycles; 
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thus we require that the results be acyc/ical. To get a better idea of a CCR, 
consider an example of a rule that Sen discusses: 

Pareto Choice or Indifference: if for everyone x >- y, then xPy; if 
it is not the case that for everyone y >- x, then xRy (that is, x 

is socially at least as good as y). 

So on this rule, x is socially preferred to y if and only if everyone 
prefers it; and, of course, the same goes for y vis-a-vis x. If there is any 
disagreement in people's strict preference profiles about x and y (for 
some x >- y, for others y >- x), then (xRy) and (yRx)-x is socially at 
least as good as y, and y is socially at least as good as x. And that means 
that socially x and y are indifferent (xly). Using this CCR, our 
Condorcet Paradox orderings in Table 5-1 yield a "choice" of xly, 
ylz, xlz. But in this case the rule satisfies all of Arrow's requirements. 
Suppose instead we just consider Alf and Betty's preferences from 
Table 5-1. For Alf (x >- y >- z) and for Betty (y >- z >- x). Since for 
both y >- z, then the CCR yields yPz; since they disagree on the 
other pairings we get social indifference-xJy, ylz. Now, however, 
transitivity is violated. Given (xly) & (yPz), we should get (xPz): if 
society is indifferent between x and y, but y is better than z, tran
sitivity would hold that x is better than z. Instead our CCR says xlz. 
However, acyclicity does still hold: we get a "best" (even if it is a tie) 
from every possible set. We also can see that Pareto Choice or 
Indifference satisfies all the rest of Arrow's conditions. It obviously 
satisfies the Pareto condition, since it is defined never to yield a 
choice against it. It does not violate the independence of irrelevant 
alternatives, since we can see that in deciding between x and y, it is 
only concerned with people's preferences over x and y; we have a 
good inkEng that unrestricted domain will not cause trouble, since we 
have used Condorcet Paradox orderings; and we can never have a 
dictator, since xPy only if everyone agrees. 

However, while Arrow's theorem does not apply to CCRs (since 
they do not require transitivity), they have their own Arrow-like 
problems. Arrow, it will be recalled, showed that a SWF meeting the 
pairwise independence condition (f), unrestricted domain (U), and 
the Pareto principle (Pr) always has a dictator; it has been shown that 
any CCR that meets I, U, and Pr will always have something very 
much like an oligarchy (a subgroup) that can always veto a social 
choice.

17 
That is, the dynamic of Arrow's theorem, in which 

decision-making power becomes concentrated in one person, also 
obtains for CCR, though in a somewhat mitigated form. Instead of a 
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dictator, we find subgroups that are able to impose their will by 
blocking whatever others want or (given slightly different conditions) 
actually imposing their will. 

Recall that earlier I considered contraction and expansion principles 
(Section 2.4 ). According to the contraction principle, if from a set (x,y,z) a 
person chooses (x), he must choose x from the other subsets in whjch it 
enters (x,y), (x,z). Ifit is the best in the entire set, it must be best in every 
subset it is in. It would be odd indeed if, thinbng that xis the best choice 
when confronted by two options, one no longer thinks that x is best if 
one considers it in relation to just one of those options. According to the 
expansion principle (roughly ), if xis chosen as best in the set (x,y,z), and if 
there is a set (1,11,x,y,z), y or z cannot be the social choice from the larger 
set; if xis better than y and z in the small set, it must be better than they 
are in the larger set. This expansion principle implies the weak expansion 

principle l considered in Section 2.4. If xis chosen from the set (x,y,z) 

and xis chosen from the set (11,111,x), it must be chosen from the union of 
those two sets. 

These seem reasonable conditions of consistent choice: collective 
choice rules that violate them yield inconsistent choices about what is 
the best depending on how we cut up the options. If we violate these 
principles, then an option that is best in a large set may not be best in 
a smaller set; an option that beats another in a small set may lose to 
that same option in a larger set. However, it can be shown that the 
expansion property applied to CCRs that always yield a social choice 
essentially turns them into SWFs, and so Arrow's theorem can then 
be appiled to such CCRs. Thus, roughly speabng, if we wish to 
avoid Arrow's theorem by adopting a CCR we must abandon the 
expansion principle as a principle of rational choice. And that involves 
some cost. 

Path Dependency and Agenda Manipulation 

Arrow stressed the importance of a final choice being independent of 
the path to it. 

18 The crux of path independency is that the best choice 
from the set { w,x, y,z} should not vary depending on the order we 
take up the options, or the subsets we first consider in our path to a 
final choice. Path independenc,y assures us that when our CCR selects 
a "best option" from a set, this selection is not an artifact of the order 
in which we considered the options-the path by which the final 
choice was reached. If we considered the same options in a different 
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children without regard to race." Southern Democrats-who sup
ported federal aid to education, since they would be net recipients
opposed the amendment, since under the amendment the South 
would not receive aid, having segregated school systems. In contrast, 
urban Democrats from the North supported the amendment; but the 
Democratic leadership opposed the amendment, primarily because it 
would make the school aid bill harder to pass. The Republicans, who 
were generally against the expansion of the federal government, 
opposed federal aid to education. To analyze the voting, let: 

x = the bill with the Powell amendment 

y = the original, unamended bill 

z = the status quo (no federal aid to education) 

Let us distinguish four groups in Congress: 

The Powellians: x >- y >- z. These members preferred the 
amended bill to the original bill, and preferred both to no 
bill at all. Northern Democrats would forn1 the core of this 
group. 

The School Aiders: )' >- x >- z. This group preferred school 
aid to anything else. This included democrats following the 
Democratic party leadership (who saw the Powell 
amendment as killing school aid) and some Republicans 

The Southerners: )' >- z >- x. As the story indicates, they were 
for school aid but strongly against the Powell amendment. 

Republicans against Aid: z >- x >- y. This probably is not 
quite right; Riker argues that the Republicans split into two 
groups, as we will see later on. But for now, I will treat 
them as one group with this preference order. 

Riker advances the following estimate of the relative strengths of 
the groups: 

The Powellians (x >- y >- z): 132 

The School Aiders ()' >- x >- z): 67 

The Southerners (y >- z >- x): 130 

Republicans against Aid (z >- x >- y): 97 

Given this estimate, the result of Condorcet voting would be xPy 

(229 to 197), yPz (329 to 97), zPx (227 to 199)-a cycle. Note that 
the original bill (y) easily defeats no bill (z) by a large margin of 329 to 
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T A B L E 5-5 Borda's Violation of Independence (/) 

Alf's ranking 

Betty's ranking 

Charlie's ranking 

Total in two-way contest 

X 

2 

4 

y 

2 

2 

5 

Borda Count: each option gets one point for being first, two for second 
place, and three points for third; that with the lowest total is socially 
most preferred. In this case we get a three-way tie, with all three 
options scoring six. In other cases the Borda method can yield a strict 
social preference even when pairwise voting yields a cycle. This seems 
the basis of Mackie's rather confusing claim that the problem is pairwise 
voting, not the preference rankings--some other system of voting 
would yield an answer. OJ course! But recall Arrow's theorem: the 
problem is that every system of voting violates one of the conditions (Section 
5.3). In Table 5-4 pairwise voting violates transitivity; but if we use 
Borda then we violate pairwise independence of irrelevant alternatives 
(Mackie is not impressed by this condition, and that explains his 
attractions to the Borda count). To see how the Borda count violates 
the pairwise independence condition, eliminate z from the list, so now 
there are only two options, x and y. Borda changes from xly to xPy (x 
now gets four points while y gets five), as shown in Table 5-5. 

Thus Borda gives a different pairwise judgment of the relative 
merits of x and y depending on whether a third, irrelevant alter
native (to the pairwise choice) exists: no one has changed her 
relative evaluation of x and y, yet the SWF has changed its relative 
evaluation-a clear violation of the independence condition. We 
can see in this case why violating the pairwise independence 
condition is troubling: society's preference between x and y has 
changed even though no individual's preference between them has 
altered. But how can society "change its mind" when no individ
ual has' The change appears arbitrary. The lesson of Arrow's 
theorem is that, as it were, we must choose our poison: will it 
be intransitivity, violation of the pairwise independence condition, 
the Pareto principle, unrestricted domain, or nondictatorship? We 
can always avoid cycles, but then we must violate some other 
condition. The "incoherence" of aggregation systems is not that 
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they must yields cycles (that is clearly not the case, and Riker 
never thought it was), but that they must violate some basic 
axiom. Yet in a way Mackie is right: there is nothing wrong with 
the preference orderings; the problem is that there are only 
imperfect ways to aggregate them. 

5.5 STRATEGIC VOTING 

The problems I have thus far been exploring all have assumed that 
each individual is reporting her "true" preference. Of course on 
revealed preference theory it does not make any sense to distinguish 
what a person truly prefers from her behavior; we have seen, how
ever, that revealed preference the01y is inadequate (Section 2.1). So 
we suppose that people can indeed misreport their preferences; by 
doing so they often can obtain their favored outcome. The most 
obvious case of strategic voting involves multi-stage votes (such as 
votes on amendments and bills in Congress) and run-off elections. For 
example, in the Aid to Education Bill just discussed, Riker notes that 
the Democratic leadership in the House was convinced that the 
Republicans were not really in favor of the Powell amendment, but 
were voting strategically just to help kill the aid to education bill.23 

That is, the Democratic leadership was convinced that the Repub
licans' true preference ordering was: z >- y >- x (no bill, original bill, 
amended bill). If that was the true preference ordering of even half 
the Republicans, the amendment would have failed, and Congress 
would have voted on the unamended bilJ, which would have passed. 
By misreporting their true preferences (voting for their third choice 
over the second choice when the amendment was initialJy proposed), 
these Republicans helped to secure their first choice. This of course is 
just an example. However, it has been shown that, roughly, non
random, nondictatorial voting procedures that are sensitive to the 
voter's full statement of preferences are subject to strategic manipu
lation. The Borda Count discussed in Section 5.4 is subject to 
strategic voting, as is voting is path-dependent procedures.24 

Another case of voting against one's true preferences occurs 
when legislators vote against their preferences on Issue 1 (which they 
care less about) to achieve their preferred outcome on Issue 2 (which 
they care more about). Sometimes this is called "log rolling" or "vote 
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T A B L E 5-6 An Example of Strategic Voting as Vote Trading 

(Based on Display 6-5, William Riker, Liberalism 
Against Populism.) 

Rustbelters Sunbelters Others 

-,y 

x,y 

-,x,-,y 

-,x,y 

x,y 

-,x,-,y 

x,-,y 

-,x,y 

x,-,y

-,x,y x,y 

trading." Assume that we have two issues to be decided in a legis
lature split into three factions. 

x: whether to provide increased federal funds for urban renewal 
projects, which will mostly benefit the Rustbelt States. 
Someone against this we can say is for not-x, which will be 
designated -,x_ 

y: whether to increase expenditure for defense. Those in the 
Sunbelt states will primarily benefit from this. Someone 
against this is for -,y. 

Our three groups are, then: Rustbelters, Sunbelters and Others. 
Each has 100 votes in our imaginary legislature. Their preferences are 
ordered in Table 5-6. 

According to Rustbelters' preferences, they would prefer the 
urban aid, but don't want to also incur the costs of increased defense 
spending; perhaps they hope to fund the aid to urban areas with 
defense cuts. But they would prefer both the urban aid and increased 
defense spending to no urban aid at all. If they can't get their urban 
aid, they want to at least hold the line of federal spending so that 
their economies might improve. The last thing they want is increased 
federal spending and no urban aid. According to the Simbe/ters' 
preferences, they not only want to resist defense cuts, but also want 
some increases in defense spending to spur growth in their states, 
many of which rely on defense contractors. They would prefer not 
to increase the federal deficit with urban renewal expenditure; how
ever, they would prefer to have both urban renewal and increased 
defense spending to no increase in defense spending. But if they can't 
get the increase in defense spending they want, they certainly want 
to at least hold the line on other new expenditures, so they can go 
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0 50 10 

F I G U R E 6-2 Voters Distributed Normally on a Single Dimension 

spectrum will continue if the voters are distributed along the line of 
Figure 6-2. 

If political views approach a normal distribution, there will be 
many more people in the center than at the extremes. If political 
opinions are distributed in this way, political parties will converge 
toward the center once again. The pickings in the center are so good 
that even if you lose extremists, you stand to pick up a lot more voters 
by occupying the middle ground. So, in Figure 6-2 under a rwo-parry 
system, the political parties will converge and present very nearly 
identical ideologies. Both ideologies will stress the satisfaction of the 
broad middle ground, although they will be different in that they will 
make some appeals to different extremes. Consequently, if the polit
ical opinions of voters are distributed in the way indicated by Figure 
6-2, the parry platforms will be almost identical. Hence the complaint
in rwo-parry systems that the voters have no real choice, since the
parties are offering essentially the same policies. But it is not inevitable
that in a two-parry system the ideologies will converge; as we have
just seen, it all depends on the distribution of voters. Figure 6-3
presents a different distribution, one that, Downs conjectures,
encourages the growth of multi-parry systems rather than rwo-parry
systems.

In Figure 6-3 there is no strong pull to occupy the center because 
movement toward the center is likely to lose as many votes as it gains; 
in this case it makes sense for each parry to occupy a clear position on 
the ideological spectrum and not converge with its opponents. In 
Figure 6-3 parties A, B, and C occupy a position on the spectrum: A 
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■ Explored an example ef how majority rule leads not only to Pareto

inefficient results, but also to outcomes that make everyone worse eff. The
crux of the example was that each person, hoping to get others to
subsidize some government-supplied goods that she wants, ends
up subsidizing government-supplied goods that others want (and
she does not), with the result that her total tax bill exceeds the
price she was willing to pay for the goods she does want.

■ Sketched some considerations for and against the efficiency of
supermajoritarian (k) rules.

■ Considered how bicameralism is equivalent to supermajoritarian voting
rules in a unicameral legislature.

NOTES 

1. For a good overview ·see James M. Eneow and Melvin J. Hinch,
The Spatial Theory of Voting : An Introduction.

2. Anthony Downs, An Economic Theory of Democracy.

3. Ibid.,p. 27.

4. Ibid., p. 28.

5. Ibid., p. 80.

6. Ibid.

7. Ibid., p. 98.

8. See Harold Hotelling, "Stability in Competition."

9. Arthur Smithies, "Optimum Location in Spatial Competition."

10. Geoffrey Brennan and Loren Lomasky, Democracy and Decision, p. 56.

11. Ibid.,p. 66.

12. Downs, An Economic Theory of Democracy, p. 257.

13. Ibid., p. 270.

14. Brennan and Lomasky, Democracy and Decision, p. 33. Emphasis added.

15. See Todd Sandler, Economic Concepts for the Social Sciences, p. 230.

16. James M. Buchanan and Gordon Tullock, The Calculus of Consent,

Chapter 10.

17. Geoffrey Brennan and James M. Buchanan, The Reason of Rules,

pp. 75ff

18. I am following the discussion in Dennis Mueller, Public Choice III,

Chapter 4.

19. Adapted from Buchanan and Tullock, The Calculus of Consent, Chapter 6.
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